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1 About the Java Grande Forum and

Grande Applications

The notion of a Grande Application is familiar to many researchers in academia and industry

but the term itself is new. In short, a GA is any application, scientific or industrial, that requires

a large number of computing resources, such as those found on the Internet, to solve one or

more problems. Examples of Grande Applications are presented in this report as well as a

discussion of why we believe Java technology has the greatest potential to support the

development of Grande Applications.

The forum is motivated by the notion that Java could be the best possible Grande Application

development environment and the extensive use of Java could greatly help the large scale

computing and communication fields. However this opportunity can only be realized if

important changes are made to Java in its libraries, language and perhaps Virtual Machine.

The major goal of the forum is to clearly articulate the current problems with Java for Grande

Applications and detail the requirements, analysis and suggestions for specific changes. It will

also promote and energize widespread community activities investigating the use of Java for

Grande Applications.

The forum is open and operates with a mix of small working groups and public dissemination

and request for comments on its recommendations

The recommendations of the forum are intended primarily for those developing Java Grande

base resources such as libraries and those directly influencing the direction of the Java

language proper. (Presently, this implies Sun Microsystems or any standards body that may

be formed.)

Mission and Goals

Java has potential to be a better environment for Grande Application Development than any

previous languages such as Fortran and C++. The goal of the Java Grande Forum (hereafter,

JGF) is to develop community consensus and recommendations for either changes to Java or

establishment of standards (frameworks) for Grande libraries and services. These language

changes or frameworks are designed to realize the best ever Grande programming

environment.

The Java Grande Forum does not intend to be a standards body for the Java language per se.

Rather, JGF intends to act in an advisory capacity to ensure those working on Grande

Applications have a unified voice to address Java language design and implementation issues

and communicate this input directly to Sun or a prospective Java standards group.

Grande Applications

This section addresses the questions of immediate interest: What is a Grande Application?

What is an example of a Grande Application? Why are Grande Applications important? After

this, we will discuss the relevance of Java.

Grande Applications are suddenly everybody’s interest. The explosive growth of the number of

computers connected to the Internet has led many researchers and practitioners alike to

consider the possibility of harnessing the combined power of these computers and the

network connecting them to solve more interesting problems. In the past, only a handful of
computational scientists were interested in such an idea, working on the so-called grand

challenge problems, which required much more computational and I/O power than found on

the typical personal computer. Specialized computing resources, called parallel computers,

seemingly were the only computers capable of solving such problems in a cost-effective

manner.

The advent of the more powerful personal computers, faster networks, widespread

connectivity, etc. has made it possible to solve such problems even more economically, simply

by using one’s own computer, the Internet, and other computers.

With this background, a Grande Application is therefore defined as an application of large-scale

nature, potentially requiring any combination of computers, networks, I/O, and memory.

Examples are:

• Commercial: Datamining, Financial Modeling, Oil Reservoir Simulation, Seismic Data Pro-cessing,

Vehicle and Aircraft Simulation

• Government: Nuclear Stockpile Stewardship, Climate and Weather, Satellite Image Pro-cessing,

Forces Modeling,

• Academic: Fundamental Physics (particles, relativity, cosmology), Biochemistry, Environ-mental

Engineering, Earthquake Prediction

• Cryptography: The recent DES-56 challenge presents an interesting Grande Application.

See http://www.rsa.com.

You can also note several categorizations, which can be used to describe Grande Applications

• High Performance Network Computing

• Scientific and Engineering Computations

• Distributed Modeling and Simulation (as in DoD DMSO activities)

• Parallel and Distributed Computing

• Data Intensive Computing

• Communication and Computing Intensive Commercial and Academic Applications

• Computational Grids (e.g., Globus and Legion)

Java for Grande Applications

A question that naturally arises is:

Why should one use Java in Grande Applications?

The Java Grande Forum believes that, more than any other language technology introduced

thus far, Java has the greatest potential to deliver an attractive productive programming

environment spanning the very broad range of tasks needed by the Grande programmer. Java

offers from a combination of its design features and the ready availability of excellent Java

instructional material and development tools. The Java language is not perfect; however, it

promises a number of breakthroughs that have eluded most technologies thus far. Specifically,

Java has the potential to be written once and run anywhere. This means, from a consumer

standpoint, that a Java program can be run on virtually any conceivable computer available on

the market. While this could be argued for C, C++, and FORTRAN, true portability has not

been achieved in these languages, save by expert-level programmers.

While JGF is specifically focused on the use of Java to develop Grande Applications, the

forum is not concerned with the elimination of other useful frameworks and languages. On the

contrary, JGF intends to promote the establishment of standards and frameworks to allow

Java to use other industry and research services, such as Globus and Legion. These services

already provide many facilities for taking advantage of heterogeneous resources for high-
performance computing applications, despite having been implemented in languages other

than Java.

Java Grande Forum Process and Membership

The forum has convened for a total of three working meetings with a core group of active

participants. The output of these meetings will be a series of reports (this being the first in a

series), which are reviewed in public forums and transmitted appropriately within the cognizant

bodies within the Java and computational fields. The forum is open to any qualified member of

academia, industry or government who is willing to play an active role in support of our

mission.

For more information on the forum itself and to provide comments, please visit

http://www.javagrande.org or direct e-mail to George K. Thiruvathukal, Forum Secretary, at

george.k.thiruvathukal@acm.org or Geoffrey C. Fox, Academic Coordinator, at

gcf@npac.syr.edu

There are two relevant mailing lists to which one may subscribe by sending one of us e-mail

indicating an interest in joining either or both of the lists:

• javagrandeforum@npac.syr.edu is a mailing list for coordinating communications and

meetings among active members of the Java Grande Forum. This list is used to coordinate

actual work and is not intended for those who are generally interested in the JGF.

• java-for-cse@npac.syr.edu is an open-ended interest for those keeping informed of Java

Grande activities and the use of Java in computer/computational science and engineering

applications. This list is intended primarily for those who will not participate actively in the

Java Grande Forum but wish to keep informed.

Meeting Summaries

First Java Grande Forum Meeting at Java ‘98

The inaugural meeting of the Java Grande Forum was held at Java ‘98 on February 28 and

March 1, 1998, in Palo Alto, California. At this time an informal process was defined and two

discussion groups were formed to address issues of numerics and concurrency issues that

need to be addressed in Java. It was agreed to hold a follow-up meeting to allow the two

working groups to explore issues in greater detail and to formalize a charter for the Java

Grande Forum.

Second Grande Forum Meeting

The Second Java Grande Forum meeting was held May 9-10, 1998, in Palo Alto, California. It

was sponsored by Sun Microsystems (Siamak Hassanzadeh) and coordinated by Geoffrey

Fox and George K. Thiruvathukal as secretary.

The meeting started with technology updates from Sun (their Hotspot optimizing compiler and

the Java Native code Interface JNI) and IBM (Marc Snir on the performance of Java in

scientific computing). Then we pursued the classic mix of parallel and plenary sessions using

two working groups.

• Numerics and Libraries led by Roldan Pozo and Ron Boisvert (both of NIST)
• Applications and Concurrency led by Dennis Gannon (Indiana) and Denis Caromel

(INRIA Nice Sophia Antipolis)

Both groups made good progress and their preliminary reports were made available by early

June. After appropriate review of our suggestions by key scientific computing communities, we

expect to submit a set of near term action items to JavaSoft. Our proposal to JavaSoft will also

discuss the Java VM and RMI enhancements needed for scaling Java to large-scale

concurrent and distributed applications.

We divided our action items into three categories

1. Proposals to JavaSoft as discussed above. These were further divided into either essential

or desirable.

2. Community activities to produce infrastructure and standards

3. Community research which will clarify the value of new activities of type 1) and 2)

Action items of type 2) include standard interfaces and reference implementations for Java

libraries of math functions, matrix algebra, signal processing etc. We also proposed a Java

Grande Application benchmark suite with kernels and more substantial applications. There

was significant discussion of the importance of a "Java Framework for computing" -- a set of

interfaces to support seamless computing or the ability to run a given job on any one of many

different computers with a single client interface. A typical community research activity is the

study of the scaling of the Java Virtual Machine to large applications or understanding the

trade-offs between Java thread and distributed VM forms of parallelism.

Third Java Grande Forum Meeting

The Third Java Grande Forum meeting was held August 6-7, 1998, in Palo Alto. It was

sponsored by Sun Microsystems (Siamak Hassanzadeh) and coordinated by Geoffrey Fox

with George K. Thiruvathukal as secretary. This meeting had over 30 participants from

academia, industry and government. This was intended to be our last meeting prior to SC 98,

where the Java Grande Forum has a scheduled 3-hour panel session to include public

presentations and debate as well as presentation of this report.

The meeting had interesting plenary presentations on a variety of topics. Jini

(http://java.sun.com/products/jini) offers a general approach to distributed resource

registration and discovery and seemed applicable to both hardware and software Grande

components. Note that this base technology has a Linda-like distributed computing

environment Java Spaces (http://java.sun.com/products/javaspaces) built (conceptually if not

in practice) on top of it. Henry Sowizral described the extensive (but focussed) Java matrix

capability in Java3D graphics framework. This was contrasted to the scientific matrix package

Jama (http://math.nist.gov/javanumerics/jama/) developed by NIST and MathWorks, which

was announced at our meeting in Cleve Moler's presentation. There was a lively presentation

from Professor William Kahan (UC Berkeley) and Joseph D. Darcy on "How Java's Floating-Point

Hurts Everyone Everywhere" (http://www.npac.syr.edu/javagrande/JAVAhurt.pdf) and

why Sun's proposed floating point changes were flawed.

Tim Wilkinson described his company (http://www.transvirtual.com/) with its open Java VM

Kaffe available freely. He also discussed optimization issues and noted that obviously he was

not content to meet C++ performance but aimed at raw C and Fortran levels. Marvin Solomon

from the Wisconsin Condor group described their distributed computing system and how it can

both use Java as a development tool and support Java Grande Applications.

We continued to have two major working groups with a crosscutting interest in benchmarks. In

this respect note the new Java benchmark collection from NIST at

http://math.nist.gov/scimark/.
The numerics working group reviewed the interim report and affirmed their basic positions on

the issues of complex, efficient classes, operator overloading, and multidimensional arrays.

The second working group carefully reviewed issues and decided that their request to Sun

should only address the issue of RMI performance where capabilities to add fast transport

layers are needed. Areas such as the scaling and performance of the JavaVM needed further

study. We also discussed "Seamless computing" and started a working group to study

systems such as UNICORE, WebSubmit, Condor, Globus and Legion to extract the features of

a "Java framework for Grande Computing". We also agreed to discuss the MPI Java binding

while the collection of a set of "application" benchmarks was agreed.

Desktop Access to Remote Resources Meeting

The First Workshop on Desktop Access to Remote Resources was held October 8-9, 1998, at

Argonne National Laboratory in conjunction with the Java Grande Forum Working Group on

Concurrency/Applications. This meeting was spun off as a result of the seamless computing

discussion that arose during the third meeting of the Java Grande Forum.

The term remote resource is defined to include:

• compute resources (supercomputers, networked supercomputers and metacomputers,

networks of workstations, and workstations)

• data resources (databases, directories, data services)

• compute services (specialized problem solving and visualization environments)

This first meeting concentrated on issues related to compute resources. The goal of this

meeting was to

• collect the most recent information about the status of current projects accessing remote

resources

• derive a strategy on how remote access to resources can be supported

• bring the research community in this area together to initiate dialog and collaboration

In the first part of the meeting short project presentations, including Condor, Globus,

UNICORE, Websubmit, Arcade, Webflow, Tango, DisCom2, Akenti, IGP, and others, provided

an overview to initiate discussions and dialogue. These discussions were continued during

working group sessions in the second half of the meeting. Three working groups were defined

according to the following topics

• Interface: Defining the interface to desktop access, i.e. the metacomputing API.

• User requirements: Analyzing the user requirements to the desktop access.

• Security: Enabling a secure desktop access to remote resources.

The working groups tried to identify issues related to the design of an architecture, which

makes a desktop access to remote resources possible. This included identifying a list of

services to enable seamless desktop access to occur. The working groups identified four

types of user interfaces, which are related to the users accessing a metacomputing grid.

•The End User who wishes to submit a single job, multiple instances of a job, access a col-laboration

or invoke a Grid based problem solving environment.

•The System Administrator who is responsible for the installation of grid tools and the addi-tion

of new resources into the metacomputing system.

•The Developer of Applications that takes advantage of advanced grid services.

•The Owners of the metacomputing resources that comprise the Grid.

The interface-working group identified the need for fundamental abstractions like tasks and

jobs, resources, events, file names and object handles. It was determined that services such
as resource services, accounting, notification and event services, transaction services, logging

services, keep-alive services, collaboration services, and execution services have to be

defined.

The user requirements group focused on identifying services that are needed by the users.

The user requirements were ultimately included into the services identified by the interface

group. A separation between the graphical user interfaces and the services to support the

desktop access to remote resources were found to be important. Besides the development of

component building tools such as Arcade, Gecco, and Webflow, the participants viewed the

development of shell commands as very important.

The third group focused primarily on issues related to a secure desktop access to remote

resources. The security group had a short second meeting two weeks after the workshop to

discuss issues related to secure data exchange, access control, authentication, as well as the

need for simple administration.

During the workshop, it was decided to produce a report to be distributed at SC 98 and

available as a technical report from Argonne National Laboratory. The report contains, an

executive summary, a summary of the working group results, as well as, a collection of one-page

descriptions of related projects. We expect the report to evolve over time, so that a

distribution via WWW seems appropriate.

In order to facilitate the exchange of ideas, a mailing list (datorr@mcs.anl.gov) has been

established as well as a web site (http://www-fp.mcs.anl.gov/~gregor/datorr). The web page

will contain future announcements of this group, and is intended as a collection of resources

including the on-line proceedings of the workshop.

Two follow up meetings are already scheduled. The first meeting takes place as Birds of the

Feather Meeting at SC 98, while a second meeting on the 28 and 29 of January 1999 will take

place either at Argonne National Laboratory or at Sandia National Laboratory.

Summary of Working Group Recommendations

Numerics Working Group

The goal of the Numerics Working Group of the Java Grande Forum is to assess the suitability

of Java for numerical computing, and to work towards community consensus on actions which

can be taken to improve the language and its environment for applications with significant

requirements for floating-point computation. In its initial assessment of Java, the working

group has focused on five critical areas where improvements to the Java language are

needed: (a) floating-point arithmetic, (b) complex arithmetic, (c) multidimensional arrays, (d)

lightweight classes, and (e) operator overloading. Lightweight classes and operator

overloading provide key components to proposed improvements for complex arithmetic and

multidimensional arrays; in addition, they admit natural and efficient implementation of many

alternate arithmetic systems. The working group’s proposal for changes to Java’s floating-point

semantics balances the need for efficiency for high performance applications with the

need for predictability which is a hallmark of Java’s original design. This is in contrast to Sun’s

Proposal for the Extension of Java Floating-Point Semantics, issued in August, which

completely sacrifices predictability, about which the working group issued a critical response to

Sun. SciMark, a benchmark for numerical computing was developed and released to provide a

measure of progress for Java compilers and runtime systems. Finally, the Numerics Working

Group is working to catalyze efforts to develop standard APIs for numerical computing in Java.

Detailed initial proposals for APIs for complex arithmetic, array operations, linear algebra and

special functions are now being evaluated. Other APIs for interval arithmetic, Fourier
transforms and multiple precision arithmetic are planned. Information about Numerics Working

Group activities is maintained at the JavaNumerics web page at

http://www.math.nist.gov/javanumerics.

Concurrency/Applications Working Group

The goal of the Concurrency and Applications Working Group of the Java Grande Forum is to assess the suitability of Java for parallel and distributed computing and so-called problem-solving environments (applications) and to work towards community consensus on actions which can be taken to improve the language and environment. The focus has been on the Java-specific frameworks designed to support concurrent and high-performance computing methodology. Although there is an emphasis on getting the best performance, these issues are of concern not only to scientists and technical types but enterprise computing as well. The working group was able to establish consensus on many issues pertaining to Java’s support for remote procedure calls (Remote Method Invocation or RMI). A key area where improvements are needed is in Object Serialization, which is used in RMI but is very much a separate entity in the Java space. The key recommendations include (a) using a slim technique for encoding type information, (b) providing more efficient serialization of float and double data types, (c) enhancing the reflection mechanism to allow fewer calls to be made to obtain information about a class, and (d) general implementation issues. A second key area where improvements are needed is in Remote Method Invocation itself (issues not overlapping with Object Serialization). The key recommendations include (a) improved management of socket (or other) connections, (b) improved resource management (focus on TCP ports and thread usage), and (c) improved support for custom transports (SocketFactory alone will not do). A number of other miscellaneous suggestions for improvement were presented. There was general consensus that these miscellaneous issues are important to developing Grande Applications; however, further investigation is needed to work out the details. A number of other issues that do not necessarily reflect problem areas for Java (RMI and Object Serialization) but are generally regarded as useful to developing Grande Applications were also considered as candidates for community activities, including (a) benchmarking JVM performance, (b) seamless (desktop) access to high-performance computers and (c) the availability of MPI-like message passing facilities for programming networks of computers or parallel machines more naturally. Information about the Java Grande Concurrency and Applications Working Group activities can be found at http://www.javagrande.org and following the direct link to Working Groups. 

