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TITLE: Common Runtime Support for High Performance Parallel Languages


OBJECTIVE:


Develop a language independent common runtime library to support compilers  and interpreters. Accelerate the development of new compilers and compiler  modules which can build on a public domain runtime infrastructure. Allow  complex multidisciplinary problems to be developed with a mix of languages  for heterogeneous target architectures, but supported by this common  runtime. Enable shared work among seven different compiler groups by  agreeing on common interfaces, data descriptors and functionality. Hold  open meetings and make plans and software freely available for comment by  the full computer science and application community.


APPROACH:


The consortium would produce a common runtime software base which exploits  the experience and expertise of the groups. Syracuse University will  coordinate this effort. One software system will support six existing and one new compiler whose design and implementation will be modified to use  the new infrastructure. We expect that the stringent requirements of  supporting seven different compilers will ensure that the runtime system  will indeed be generally useful to the HPCC academic and commercial community. Special attention would be paid to the software engineering  issues for this new runtime system.


The project is divided into the following nine tasks each with a one lead  and several supporting organizations:


1. Common Code and Data Descriptors


2. Address Translation Mechanisms


3. Common Computational Functions


4. Common Data Movement Routines


5. Common Data Movement deriving and optimizing routines 


6. Common Compiler Data Movement Interface Specifications 


7. Software Engineering of the Runtime System


8. Retargeting Current Compilers and Developing New Compiler


9. Development of base HPF compiler techniques at Syracuse





PROGRESS: The project started August 15, 1994


RECENT ACCOMPLISHMENTS


The consortium held a series of workshops at Arpa PI meetings, Supercomputing 93 and at Syracuse University.


FY 95 PLANS


In the first year continued research and prototype development of the basic runtime capabilities will be combined with an open and thorough process to establish the requirements and specifications for the common runtime library. By January 95, a draft of a proposed Common code and Data Descriptor Specification will be iterated within the consortium and made available for comment in a broad community. This process will be accompanied by an inventory task for existing software which will provide exemplars, functionality requirements and an interim partial runtime system. We will include runtime libraries, the base compilers and appropriate test cases and benchmarks in the inventory. The products of these initial processes will be made available via the World Wide Web using the methodology of the National Software Exchange.


These activities will abstract existing libraries to a common virtual machine allowing the PCRC (Parallel Compiler Runtime Consortium) libraries to interface with existing HPCC standards including MPI and the threads standards under development by the PORTS collaboration. Current runtime systems have been designed to support many challenging application requirements but we will systematize this to ensure that the final PCRC librari
