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	Executive Summary 


Syracuse University will support the Collaborative Interaction and Visualization program through the  integration of High Performance Computing and Communications (HPCC) technologies and applications.  This work shall include the use of the NYNET and associated parallel computer infrastructure as well as the Information Systems available to NPAC. These information systems include commercial offering such as parallel databases (DB2, Oracle) as well as Geographical and Multi-Media Information systems being developed at NPAC as enhancements to the common World Wide Web (WWW) infrastructure. Further this support shall also include NYNET Applications, Enabling Technology research, and Distributed Computing systems, Multi-Media Networking, and Virtual Reality (VR).  Syracuse shall also provide the use of NPAC's Multi-Media Laboratory for both demonstrations and system development. 


A guiding  principle in this work will be optimizing the interoperability and dual-use capabilities of systems. This will be implemented by using commercial hardware and software where possible and building other information storage, dissemination and visualization capabilities as well designed modules which can be integrated into ARPA, Rome Laboratory (RL), commercial and other pervasive information infrastructure. Standards used will include CORBA (Common Object Request Broker Architecture), WWW (World Wide Web) and the scalable software standards such as MPI HPF and HPC++ developed by the national HPCC community. 


Specific  Components of Project 


The project will be centered on four applications which will be used to focus and demonstrate the technology: 


1.	Real-time Interactive Distributed Weather Information System 


2.	Joint/Coalition Service C2 Information System 


3.	Electromagnetic Scattering Simulation System 


4.	Medical Collaboration and Visualization System 


These applications will be investigated with two major themes or guiding principles.  First,  Collaboration and Visualization will be used to guide  the choice of technologies and the aspects of applications to stress. Note that we will implement each application as a separate component but linked into a single information system. For instance, a C2 Information system (Application 2) would allow access to weather information (Application  1) explored with 3D visualization. The same decision maker can examine the 3D electromagnetic signature of a plane (Application 3). Alternatively after exploring the weather we can interact in real-time with a medical team in the field (Application  4) discussing a surgical operation. A common linked VR and WWW interface is possible as we will base our information system on a Geographical Information System (GIS) allowing 3D exploration of all spatially located components of the military decision support system.  As a second theme, we will use Training, as this is also key to DoD, and will ensure that our demonstrations and technologies can be easily transferred to operation as we can bootstrap effective training on the project components using project capabilities! 


We will use a conventional layered view of the future NII (National Information Infrastructure) with domain-specific applications built on top of generic services or "middle-ware". This project is application oriented and so we will only develop technologies as needed to support the applications in the context of chosen themes above. In fact the nature of today's open architectures such as the World Wide Web is that much of the technology activity will be integration and tuning of existing artifacts as opposed to developing new modules. Technology areas that we have identified as likely to be very important include: 


1	Virtual Reality including its integration with the Web  3D displays will be used for both immersive and augmented visualization 


2	Compression and network management to support transport of large images and animation (video) with high resolution 


3	Collaboration technologies including simulated environments 


4	Geographical Information Systems (GIS) with data fusion, planning,  other overlays and 3D VR interface as needed to support applications. 


5	Parallel and Distributed Multimedia Information systems (Databases) 


6	World Wide Web technologies including VR and high resolution video support 


7	Parallel and Distributed Computing including HPCC and CORBA issues. 


This work will be built on top of the HPCC infrastructure, which has been largely funded outside this project and is in place; except for the Virtual Reality  equipment at NPAC.  The available infrastructure include:


1	ATM and ISDN Networking, including NYNET 


2	Virtual Reality displays, as clients on network at Rome (high-end) and NPAC 


3	HPCC information and simulation servers 


The final component will be a set of integrated demonstrations: Initially, these will include NYNET demonstrations on an ongoing basis, but will transition to more national and user involvement, based on  National Demonstrations such as JWID using ATM connections through Rome Laboratory to LESN (Leading Edge Services Network) 


�
SECTION 1. 0  	Overall Background 


1.1 	Introduction 


Syracuse University will support the Collaborative Interaction and Visualization program through the  integration of high performance computing and communications technologies and applications.  This program has been structured to reflect both technological capabilities and real-world Command and Control, Communications, and Intelligence (C3I) requirements.  Early in this program we will relate the key technologies, selected applications and a demonstration program to provide and integrated vision of not only what capabilities will be developed, but how these capabilities will be demonstrated to maximum effectiveness.  


Key to our approach is the use of the NYNET and associated parallel computer infrastructure, as well as the Information Systems available to NPAC. These information systems include commercial offering such as parallel databases (DB2, Oracle) as well as Geographical and Multi-Media Information systems being developed at NPAC as enhancements to the common World Wide Web infrastructure. Further this support shall also include NYNET Applications, Enabling Technology research, and Distributed Computing systems, Multi-Media Networking, and Virtual Reality.  Syracuse shall also provide the use of NPAC's Multi-Media Laboratory for both demonstrations and system development. 


As the technology and application development evolves, we will provide increasingly expansive demonstrations of these capabilities; initially with Rome Laboratory personnel, but eventually expanding to include wider ranging communities, such as would be involved in a Joint Warrior Interoperability  Demonstration (JWID).


1.2	National Information Infrastructure and Communication/Network Trends  


The National Information Infrastructure or NII refers to a high speed digital network allowing in principle anybody access to the World's information systems at anytime and at anyplace. These information systems include high performance multimedia parallel servers but also individuals as anybody can also display information on the NII. This is an idealization but nevertheless this goal provides the guiding principles of the current government and commercial activities. The size of the NII can be measured by the expected expenditure of some $100 billion dollars over the next ten years on NII "off-ramps" by the telecommunications industry. There will be mixed technologies -- ATM, ISDN, wireless, and satellite -- and varying quality of service. However this pervasive digital network is a remarkable resource which will offer revolutionary new capabilities to all areas of the national enterprise. This proposal focuses on collaboration and visualization for four defense applications using NYNET and other resources (VR equipment and high performance computers) which make this experimental state network a microcosm of the future NII. This implies that advanced NYNET based research and development can tell us important lessons which enable the military to make better and earlier use of the NII and its technologies. 


Military communications in the dual-use approach applied to the Global Grid may use either dedicated or commercial links or most likely a mix thereof. However, whatever the physical infrastructure used, the methods and software developed for military applications will need to take full advantage of commercial developments. The team assembled for this proposal has several related commercial NII activities centered on the InfoMall concept. These include medical collaboration with the local SUNY Health Science Center. the Living Textbook which links 6 schools to NYNET in innovative K-12 use of the NII, and a collaboration with the Newhouse School of Public Communication which  is experimenting with the next generation digital wire service. The World Wide Web has demonstrated on Internet a powerful software model which can be expected to be developed by formal and informal international teams into a remarkable software environment which we expect to dominate  most future distributed computer applications. This proposal will not develop major new Web software systems but will use available Web software wherever possible. We have already shown the viability of this in our commercial applications. In a conventional layered view of the NII, we will build our Visualation and collaboration distributed applications on top of base NII services such as VRML (Virtual Reality Modeling Language), GIS (Geographical Information Systems) and Web interfaced databases. 


1.3	Virtual Reality, Visualization and Collaboration Trends 


Virtual Reality technology, pioneered in 70's by the Air Force, developed in '80s by DoD and NASA, and more recently in early '90s also by the entertainment industry, is expected to play crucial strategic role in modern military and civilian telecommunication systems. The on-going convergence and increasing affordability of several so far high-end technologies, such as ATM networks, high performance simulation, object and video servers, and active displays based 3D immersive front-ends, will result soon in universally accessible "televirtual" environments. This new interactive, multi-user, world-wide collaborative metamedium will serve as a common core infrastructure for military command and control , for agile manufacturing, concurrent engineering and decision support in the industry, and for edutainment based modern education.


Recent progress in this field is remarkable. What we presented as "vision" a few [1--5] or even a year ago [6--8] is likely to become reality by the end of '95, driven and accelerated by the exploding Internet technologies, most notably the emergent interactive World Wide Web technologies. The recently published open protocol VRML [9] (Virtual Reality Modeling Language) for the Web is now triggering an avalanche of products, starting from the just released SGI WebSpace [10] --- a public VRML browser for the Web. VRML supports 3D navigation in terms of dynamically composable objects, distributed over the Internet, telescripted in the real-time and rendered at the client side. The conventional location based VR industry is now  converting their proprietary database formats to VRML and the Web will soon turn into a 3D navigable cyberspace, offering an advanced and yet affordable visualization and collaboration paradigm.


VRML is an open forum  initiated by the W3 Organization and coordinated by CommerceNet, Silicon Graphics, Inc. and WIRED magazine. The main push for this standard comes from the Internet/Web commerce requirements for product advertisement and interactive shopping and hence initial VRML implementations will target low end consumer markets. Full televirtuality requires also immersive front-ends and distributed interactive simulation backends. Federal government has a major involvement in the development of these technologies, including ARPA projects on active displays in Sarnoff and Kopin, and the DIS (Distributed Interactive Simulation) protocol extracted from SIMNET, adapted for VR e.g. by NPS (Naval Postgraduate School) and now further developed e.g. within CCTT (Close Combat Tactical Trainers).


In this project, we will address a prototype integration of these advanced simulation and display technologies with the to-be-pervasive VRML protocol for 3D graphics. NPAC has active involvement in developing interactive Web technologies [12--14] and we will work with Rome to identify the most promising VR displays and simulation protocols. The end result will be an embryonic televirtuality system, based on VRML object model, DIS or follow-on simulation protocol and leading edge displays, and tested in a set of application tasks pursued within this project. Air Force will benefit from the early adoption of emergent Internet VR standards, and the Internet/VR community will benefit form a prototype simulation extension of VRML.


1.4	High Performance Computing Trends


The two pillars of the national HPCC Initiative are Communications reviewed in sec 1.2 and computing. The NII will link clients (PC's and Workstations) to large servers leading to a scenario we call InfoVISiON for Information, Video, Imagery and Simulation ON demand.  The simulations will support Virtual Reality by generating scenes, they will predict weather (as in the first application) or electromagnetic signature (application three). In Command and Control and Telemedicine they will provide feature ecxtraction from imagery. In all cases one will use the servers to store and disseminate large multimedia databases. The architecture of parallel computers is still evolving with virtual shared memory systems gaining popularity for tightly coupled processors, SIMD machines gaining military acceptance for signal processing and pure distributed memory machines represented by the best selling IBM SP-2 and by the rapid growth of "clustered computing" using possibly geographically distributed systems. This exciting chaoctic scenerio can only be addressed using scalable software approachs which can be expected to run on both today's and tomorrow's computing architectures. Important examples are data-parallel High Performance Fortran (HPF), task parallel Fortran-M and their C++ analogs pC++ and CC++. The message parallel MPI and PVM systems have become standards. We also anticipate that all these approachs will evolve to become compatible with the Web (HTTP and MIME) model of distributed computing. These software systems will be used to construct individual modules and simulations as well as for integrating the large meta-problems (systems with many individual sub-programs). Further we also need large scale databases to support the huge databses -- especially in weather, C2 and medical cases.  Object-oriented databases are receiuving much justified attention but we will follow the commercial trend of using the well established relational model with extensions to handle the large objects seen in scientific, geographic and multimedia databases. 


Our proposal brings great experience and appropriate infrastructure to develop and deploy HPCC software consistent with this vision. Syracuse University is a member of the Center for Research in Parallel Computation which either pioneered or collaborated on the development of essentially all the scalable software systems mentioned. We have extensive experience with parallel relational databases including Oracle on the SP-2 and nCUBE and DB-2 on the SP-2. Further we have a broad range of appropriate HPCC platforms including SIMD machines (Maspar) MIMD (nCUBE, SP-2 and CM-5) adapted for both simulation and large scale information storage, search and dissemination.  


1.5  	Military Needs (VRI)


Data fusion and command and control systems for the military have successfully used the most advanced computer technology to enable real time information processing and tactical decision support for commanders and intelligence officers in the field.  High performance computing and communications will revolutionize these key military systems  in two ways. Directly, the base technology will allow dramatic improvement in C3I capabilities. Secondly, this technology will enable the National Information Infrastructure (NII), and give rise to major new consumer and business industries.  Thus, the military application will indirectly gain from this civilian activity with a wealth of new dual use high performance networked multimedia products available for insertion in defense systems. 


These dual-use technologies and applications will follow the Global Grid-TENET model for linking a multi-use network infrastructure, a global NII, to theater specific extensions. Directly analogous to military command and control applications, extensions from the NII are needed to support dual use applications. Air Force support of this project will enable us to generalize video on demand technologies developed here for national security applications to commercial (e.g., multi-media information systems for small businesses) and educational (e.g., The New York State Living Textbook project) purposes. 


We refer to the general environment as HPMMCC -- High Performance Multimedia Computing and Communications. In this proposal, we will evaluate and demonstrate video services enabled by HPMMCC in the context motivated by their use in a dual use decision support system. We believe that NYNEX, Rome Laboratory, and the InfoMall collaborators are well and in many ways uniquely positioned to take a leadership role in this area. NYNET is a high speed ATM network currently linking Rome Laboratory, Syracuse and Cornell with a state wide extension expected soon. The combination of NYNET, and the high performance parallel and distributed systems at NPAC and other NYNET sites, represent a good prototype of the future NII. Thus we are confident that we can scale results from our (NYNET) environment to lessons for the NII and the similar dual-use Global Grid military systems. 


The dual use decision support system will demonstrate support for DoD and civilian applications.  This includes crisis management (command and control); simulation and information on demand for education; city and regional planning support; and multimedia decision support for public administrators.  


<<  I am not sure how the following discussion relates to our core themes.  I don't disagree with it, but do we need to have the evaluator read it???  >>


As the NII evolves, software should be built in a modular fashion to allow optimization for particular applications and to enable the involvement of small businesses.  This is the InfoMall model of virtual corporations, with different system components developed by different organizations, within a coordinated framework.  The systems will be scalable so that they can be demonstrated on today's massively parallel systems, such as those on NYNET, but scaled in the future to the much larger systems which will be deployed as part of the NII.  Supported clients should include personal computers as well as more powerful workstations. 


Section  2.0	Technical Program 


2.1 	Introduction 


We will center the project on four applications which will be used to focus and demonstrate the technology.   These applications include: 


1.	Real-time Interactive Distributed Weather Information System 


2.	Joint/Coalition Service C2 Information System 


3.	Electromagnetic Scattering Simulation System 


4.	Medical Collaboration and Visualization System 


These applications will be investigated with two major themes or guiding principles.  First,  Collaboration and Visualization will be used to guide  the choice of technologies and the specific aspects of these applications that will be stressed. While we will implement each application as a separate component,  we will link  them into a single, integrated information system. For instance a C2 Information system (Application 2) would allow access to weather information (Application  1) explored with 3D visualization. The same decision maker can examine the 3D electromagnetic signature of a plane (Application 3). Alternatively after exploring the weather we can interact in real-time with a medical team in the field (Application  4) discussing a surgical operation. A common linked VR and WWW interface is possible as we will base our information system on a GIS allowing 3D exploration of all spatially located components of the military decision support system.  As a second theme, we will use training applications, as this is also key to DoD, and will ensure that our demonstrations and technologies can be easily transferred to operation as we can bootstrap effective training on the project components using project capabilities! 


Key to the Syracuse University approach is the development of an integrated framework for which the applications and technologies developed in this program will be both derived and demonstrated, as shown below.  While there are any number of technologies that are both in-use and evolving; the critical requirement for application to C3I systems is the ability to assess these technologies in a framework that best represents them in actual C3I applications, or their surrogates.  
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Figure 2.1-1	Our Approach Provides for Integrated Technology, Application, Demonstration, and Interoperability Planning


This approach enhances the Syracuse program, by not only developing the candidate technology and applications, but also initiating this development with an integrated perspective of how these technologies address real-world C3I issues, and targets their implementation into a form that will support demonstration and assessment in the context of C3I missions.  The early identification of demonstration scenarios will ensure that interoperability requirements for the applications are addressed during the initial development, and are satisfied by the infrastructure, application, and technology development; prior to actual demonstration integration.


2.2	The Application Drivers 


2.2.1	Real-time Interactive Distributed Weather Information System 


We will identify an existing simulation code for modeling atmospheric processes which we will integrate with the Geographical Information System. This will allow 3D navigation through the combined atmosphere/terrain model so that issues related to visibility, weather conditions, cloud formation and propagation, transport of chemical or mechanical agents and other processes in the atmosphere relevant for military command and control systems can be explored.  In addition to terrain information, GIS could also be used to parameterize the atmospheric model. 


NPAC has experience with a tornado simulation built at an NSF center (Oklahoma) and chemistry transport code used at NASA for simulation of ozone and other trace constituents. The transport code uses input wind data sets to model advection, diffusion and propagation of chemically passive as well as reactive constituents. Parallel compute servers are essential for having an interactive simulation, which may require of the order of 100GF sustained throughput for high resolution data sets. Present transport parallel code is developed using High-Performance FORTRAN standard which guarantees portability across platforms. NPAC experience suggests that  majority of atmospheric modeling codes can be successfully and economically ported to HPF. NPAC also developed core parallel modules for experimental numerical techniques used in General Atmospheric Circulation Models at NASA, such as semi-Lagrangian advection. NPAC developed core computational modules for these codes on a number of parallel platforms, including Connection Machine CM-5, MasPar and IBM SP-2.  These codes were then integrated using the AVS framework into the WWW accessible simulation-on-demand modules.  We will employ experience gained in this process to choose an appropriate code by working together with Rome Laboratory and experts in this field.


The chosen code will be restructured if necessary to conform to modern standards of software engineering and then ported to the parallel environment using either High-Performance FORTRAN or MPI message passing library. We will develop necessary interfaces to GIS data and visualization modules. Depending on the sophistication of the atmospheric model, the resultant raw data set downloaded from the compute servers to the visualization and display engines will have large dimensionality and volume. We will develop efficient preprocessing tools for data set reductions according to end-user requests and develop appropriate data structures  for efficient visualization. Mechanisms will be provided for users to: 


1	 Adjust parameters of the simulation which will enable exploration of different scenarios, and 


2	Choose and experiment with different filters for data set reductions, which will enable users to focus on the most relevant information content in the simulation. This capability is essential for efficient information management and decision making.


2.2.2	Joint/Service C2 Information System  


As discussed above, all the applications will be structured as services available under a Web-based multi-media information system. We will work with Rome Laboratory in identifying a particular  C2-oriented demonstration, such as a JWID or similar exercise that can serve as a focus for this activity.   Vanguard Research, Inc. will lead this effort, due to there experience in C2 wargaming and demonstration.  The base multimedia information system will allow access to real-time digitized video streams based on technology work funded at NPAC by Rome Laboratory and a collaboration with the Newhouse and Maxwell Schools at Syracuse University. Excellent editing tools will use the leading edge AVID nonlinear digital editor integrated with our system. All other information modalities -- text, image and simulation will also be supported. 


We view the requirements for C2 and C3I Systems as a logical outgrowth of systems designed to support other time-critical decision processes, including medical, meteorological applications discussed here.  The increasing interest (such as both the Air Force and Army Science Advisory Boards) and effort on C2 Information Architectures will provide a structures mechanism to investigate these commonalities, and select the best application and technology candidates for leveraging into C2 demonstrations.


2.2.3	Electromagnetic Scattering Simulation System 


In a previous work sponsored by EMCC (Electromagnetic Code Consortium) under Air  Force Wright Laboratory, NPAC has jointly worked with Syracuse Research Corporation (SRC),  a research and development organization specialized in defense electronics systems, to develop and implement computational electromagnetics systems for simulating cross  sections of realistic airborne systems. This project has led to ParaMoM MPP, a parallel version of SRC's highly successful ParaMom package ported on several massively parallel and distributed computing platforms, including Intel Paragon, IBM SP1, Connection Machine-5, and workstation clusters. The ParaMoM MPP has achieved production of a portable, scalable, accurate and maintainable radar cross section code that has great cost effectiveness benefits in practical use.  This project has demonstrated the capability of MPP technology in solving  real-world electromagnetics problems which are critical in a defense system. 


We will use the existing computational electromagnetic code, together with  other on-going CEM work at Rome Laboratory, Syracuse Research Corporation and at the  Syracuse University  Electrical Engineering department. Built on this high performance engine of core CEM application,  we will develop a high-end three dimensional visualization subsystem which will be  integrated into GIS and VR display capabilities with help of world class faculty in the  CEM area at Syracuse University. This application will be implemented as a dynamic  time dependent simulation, to allow end-user to interactively manipulate the  simulated RCS target, modify the environmental conditions, and inspect  the graphical output of the simulation process, all in a single operational framework  and in a high performance computation and communication system. 


2.2.4	Medical Collaboration and Visualization System 


NPAC and Rome Laboratory are both among the founding partners of the CareNet consortium. CareNet is the short name of the nascent Telemedicine and Medical Informatics Program at the SUNY Health Science Center (HSC) in Syracuse. It is a top priority of SUNY HSC President Dr. Gregory Eastwood.   The CareNet program recently organized and hosted a successful conference held at the Onondaga County Convention Center (OnCenter) in Syracuse April 23-25, 1995. The conference title was �Telemedicine: Reality and Virtual Reality � Pushing the Envelope for the Hospital of the Future.� NPAC and other partners helped in the planning and execution of the conference. At the OnCenter, NPAC teamed with Silicon Graphics in a large demonstration room, which was adjacent to the Virtual Reality room set up by Rome Laboratory. Based on the overall success of this conference, a similar conference is planned for next year in Syracuse. A special event during the conference was the announcement at the banquet that CareNet has been selected as one of two initial HOST trial sites. HOST, which stands for Healthcare Open Systems and Trials, is an industry and government consortium (NASA, Sprint, DEC, HP, etc.). Incidentally, the NPAC philosophy of emphasizing the World Wide Web probably provides the best means to accomplish open systems for telemedicine and related applications.  


With support from the current contract from Rome Laboratory, we have already made significant initial progress in the NPAC part of the project in three areas: 


a) 	Developing a patient record database using the Oracle relational database system (set up for now on an IBM Powerstation, but to be extended later to IBM SP-2 and nCUBE parallel computers; this database has a custom WWW form-based front end for adding, searching, modifying, and deleting multimedia patient records, 


b) 	Evaluating various strategies for cytopathology image compression (we have recently determined for pathology images that wavelet compression is far superior to the more popular JPEG approach), and 


c) 	2D and 3D image visualization (comparing AVS, Khoros, and 3DViewnix). 


Preliminary results from all three of these projects were demonstrated at the Telemedicine: Reality and Virtual Reality conference both on posters and on Silicon Graphics Workstations connected via ATM to NPAC.  


As previously discussed, the medical applications are very similar to military C2.  Both have the attributes of time criticality and require high confidence decision processes.  Additionally, they must be performed in secure. confidential, and geographically distributed environments.  They are therefore very appropriate candidates for dual use development.  The ability of Syracuse to leverage an ongoing development effort to enhance the capabilities of this project is an additional benefit. In the development of our prototype C3I capabilities, we will leverage and jointly develop capabilities in the following areas.


Patient Record Database.  The extensions of the database include a) preparing a full version of the preliminary short version patient record, b) extending the multimedia aspects, c) adding major safeguards for confidentiality and security, d) adding a large body of representative multimedia records to the database and then evaluating and fine tuning the performance of the database system, e) testing and refining the system with the help of physicians and other medical personnel.


Image Compression.   Having shown that wavelet compression is superior, we want to test different implementations and find the best one for our application. So far we have emphasized the proprietary version that been provided to us by Aware, Inc. It is uncertain whether we will be able to obtain source code (and algorithms) from Aware. In any case, we want to test and evaluate wavelet algorithms from other sources and incorporate them as modules in AVS, Khoros, etc. We are prepared to write our own versions if necessary.


Image Visualization, Image Processing, and 3D Reconstruction. We have determined that AVS, Khoros and 3DViewnix are all excellent image-processing and visualization packages for this project. We are currently inclined towards the powerful Khoros (Greek for Chorus) system, which is in the public domain. We are also awaiting the imminent release of the ROSS (Reconstruction of Serial Sections) software package from NASA Ames. We will work with Dr. Corona to obtain gross sections of human brains (we have already done some initial laboratory work on this with him) that we can then use for 3D reconstruction. Well established techniques are available in the literature for computer-based alignment of such sections. A major part of our work will be based on existing sections from the Visible Human project of the National Library of Medicine; these do not require any alignment as they are already in register. NPAC has ample storage capacity to accommodate this 40 gigabyte database, about half of which has already been downloaded. One objective will be to develop and implement VR-based fly-throughs of reconstructed images.     


In the 2D realm we will develop and apply multiresolution techniques for acquiring and processing images from pathology specimens. Emphasis will be placed on neurocytopathology (the prefix cyto- refers to cells), as modern trends favor minimally invasive techniques for biopsies, (viz. by fine needle aspiration rather than open surgery). In this, we will estimate the cell optical densities, cell surface densities, cell compartmentalization (proportion of cell cross section occupied by nucleus), cell shape (rough shapes often indicate malignancy), distribution of cell types, and so on.     Such images will be compressed and stored in parallel databases at NPAC. We will test telemedicine applications such as remote-access storage and retrieval. 


2.3	Core Technologies 


2.3.1	Virtual Reality, including its integration with the Web 


Virtual reality is a merge of technologies, including 3D graphics, distributed interactive simulations, object-oriented programming, scriptable telecommunication, multithreaded operating environments, and immersive front-ends. Due to a wide spectrum of rapidly evolving computing platforms, explored in VR systems (ranging from PCs to supercomputers) and a broad range of development communities and application domains (ranging from C3 to entertainment), no broadly acceptable VR standards were developed so far in this dynamically evolving field. VRML 1.0 discussed in 1.3 and standardizing the scene description protocol is in fact only the tip of an iceberg for the full televirtuality environment where the main complexity is in the simulation and objectbase software sector. However, we expect the base front-end object structure specification of VRML to propagate now into the VR middleware and backend software modules and to drive the corresponding standards for telescripting and distributed simulations.


The timing for our proposed integration of VRML 1.0 with the DoD simulation standards is perfect, as the Internet VR discussion groups are now flooded with ideas on possible dynamic simulation extensions towards VRML 2.0, expected by the end of '95. At present, the following dynamical models are being considered:


1 	Open Inventor animation model. Since VRML is a Web-extended subset of SGI Inventor model for 3D graphics, and the full Inventor contains a dynamic sector, this thrust is naturally pursued by the SGI.


2	SIMNET/DIS based dynamics, proposed by NPS and other DoD related VR sites.


3	Java/HotJava [11] language/browser model by Sun Microsystems, offering a dynamic browser HotJava, based on Java (secure C++ subset) interpreter and an HTML extension for Java telescripting.


4	Safe-Tcl (public interpreter model from Berkeley)  based VRML dynamics, pursued by San Diego Supercomputer Center and other educational institutions.


Base Web technologies (HTML/MIME/CGI) and VRML were rapidly developed and standardized, but we don't expect formation of unique Internet simulation standards on a comparable time scale, as the problem is much more complex. Instead, we rather expect  that the Web will be soon populated by a family of solution candidates, including Java, DIS, Tcl,  agent protocols such as Telescript by General Magic/AT&T, object-oriented multimedia protocols for interactive TV, such as ScriptX by Kaleida Labs, and others. 


In this project, we will take active part in evaluating these proposals and we will focus on DIS as the most promising specification, building on DoD simulation expertise, and on Java as the most promising implementation platform, building on Sun expertise in network computing. We will evaluate these and other selected models and we will use COBRA framework, planned as the base infrastructure part of this project, to provide connectivity and brokerage/translation services between various promising object-oriented telescripting paradigms.


The prototype televirtual environment, integrated within this project, will be scalable and applicable both for the current TCP/IP based Internet as well as for the coming ATM extensions such as NYNET. VRML does not require broadband networking since all objects are transmitted in compact vector representation and locally rendered at the client/browser side. However, advanced 3D applications such as real-time navigation through volume rendered or dynamically texture-(re)mapped worlds require ATM bandwidth and hybrid message format, including vector objects and compressed video streams. The associated high-end VRML extensions will be addressed and tested in the ATM-sensitive application tasks within this project.


2.3.2	Compression and network management   


The time when computers handled only numbers and text has gone and been replaced by an era of sound, images, movies and virtual reality. The increased availability of the Internet has made this multimedia information accessible to a large amount of users. The storage and bandwidth requirements are growing exponentially. One 2000x2000 pixel, 24 bit color image takes 12 MBytes in its raw form. One second of NTSC color video requires 23 MBytes of storage. Compression and network management are critical to support transport of large images and animation(video) with high resolution. The very demanding VR and collaborative applications will stress the network management and require the best compression.


Compression technology decreases the time and cost of transmission and storage requirements. Digital data  can be compressed by eliminating spatial, spectral and temporal redundancy. One of the most commonly used nowadays algorithms for image compression is JPEG. This method which divides an image into blocks of 8x8 pixels  and uses a Discrete Cosine Transform on each block has several disadvantages and limitations.


Evaluation of several image compression technologies (JPEG, JBIG, Fractal, wavelets) as well as video compression techniques (MPEG, motion JPEG, H.261, MVC1,etc) reveals the great power of wavelet-based methods. Wavelets create the comprehensive, modern approach to advanced signal, image and video stream analysis and compression. We will focus on methods with both high quality and fast encoding and decoding. Wavelets, as the most promising technology, will be explored and integrated in real time systems meeting the stringent requirements of VR and medical diagnostics, for both still high-resolution images and video. Wavelets appear to require four times less bandwidth than JPEG to record comparable quality images. The reconstruction quality of wavelet compression images has already moved well beyond capabilities of JPEG which is the current international standard for image compression.


The wavelet compression is represented by the weighted sum of basis functions and  together with quantization and coding, allows to represent the digital information in a relatively small number of coefficients. These algorithms are built on the basis of the elaborate, solid mathematical background, show very good performance in terms of CPU-time required, high compression ratios (e.g. 150:1), and good quality of the decompressed data.


In our work we will concentrate on implementation and parallelization of the fast wavelet transform (FWT) for high resolution, color images and videos. FWT is a useful and powerful tool for image processing with main applications being compression, feature extraction and image enhancement. 2D FWT can neatly segment an image into subpictures by spatial resolution and orientation.


The video compression is a very interesting area of wavelet applications. The wavelet-based implementations of at least two techniques: hierarchical motion compensation and 3D subband coding has already been reported in the literature. Video is the big challenge for wavelet based data compression and is in its very early stage of investigations and implementations. Currently there are very few public domain and commercial packages which can be used for image compression and almost none in the video compression area (Summus Ltd.). We believe that the wavelet-based algorithms applied to video stream can give better results in comparison with  the currently widely used MPEG CODECs. the most difficult requirement with video in comparison with image compression is that the former has to be done in the real time.


We will also explore and integrate the most recent networking technologies, including ATM, ISDN, and ADSL for image delivery using the novel network management technologies ensuring high network utilization via integration of the ATM-level flow control mechanisms.  We will focus on monitoring network activity and controlling the network to provide required performance. The network management activities will also include the examination of issues related to network security. The use of shared networking facility in such areas as access to medical/confidential databases creates a risk of unauthorized access. The areas of security include: authentication, access control, data confidentiality or data integrity.


As the demands for data services increase, so does the requirement and complexity of the management of the networks that deliver it.  Complexity arises not just from the size of the networks, but equally from the heterogeneous nature of both the technologies and services provided.   The wide range of information services (such as voice, data, imagery and video), each with different traffic characteristics and  with different throughput,  delay, reliability and bandwidth requirements makes the implementation of  these services a challenging task. This task is even more complicated due to the dynamic change in network states and topology; the need to maintain data security and integrity; and a diverse range of  communications links/media - land-based  links (copper or fiber cables), air-based links (radios), and space-based  links (satellite). 


The main objective of this project is to demonstrate and evaluate the capabilities of a Network Management System (NMS) that can tested and experimented with on  NYNET. Due to the complexity, size and heterogeneity, network management of  telecommunications systems is a critical problem that needs to be solved. The main goal of this project is to provide  an automated network management system  for assisting network operator, analyst and designer in understanding  and controlling this complex global network environment. Such a network  management system will provide an integrated set of tools for real-time  monitoring, control, and analysis of the heterogeneous distributed  resources of NYNET network. The Network Management System  provides some of the main management functions (services) that are defined  by the ISO standards. In this project, we will focus on three important areas in network  management and develop an intelligent network manager that is implemented as a collection of three managers: Performance Manager, Configuration  Manager, and Fault Manager. 


2.3.3	Collaboration technologies including simulated environments 


We will build on results of a Rome Laboratory funded project evaluating several collaboration software and hardware products. We will concentrate on the interoperability issues for different industrial standards and products and on broadening the scope of the applications that can be shared over the network by multiple users. Further we note that lower bandwidth may be used for collaboration over ISDN which is integrated into NYNET at NPAC.  At the high-end we will evaluate an Argonne project using an SP-2 to support full 3D virtual environments based on the MOO paradigm 


 2.3.4	Geographical Information Systems  (GIS)  


We will use a Geographical Information Systems(GIS) with data fusion, planning, other overlays and 3D VR interface as needed  as the basic spatial interface supporting full 3D terrain navigation in immersive or augmented VR modes. This will build on State funded work for the Living Textbook project. For this we are integrating with the Web a 3D GIS which runs in client-server mode with digital map data stored on an HPCC server which performs full 3D rendering which is transmitted to PC or Workstation clients. A key idea is that we take advantage of the Web to support information overlays so that "clicking" on geographical highlights opens a web page with further multimedia data. We view current browsers (Mosaic, Netscape) as very appropriate for general information but that clearly maps should underlie spatially labelled data. As GIS are already extensively used in military command and control systems, this implies that our hybrid approach is appropriate using Web or GIS where they are best suited and integrating them in the full system.  An operational military GIS will need many spatial reasoning, image processing and data fusion overlays. We will work with Rome in selecting appropriate overlays so that we can best support the demonstrations with our GIS. We also request Rome Laboratory's support in obtaining DMA digital terrain and elevation data as this is of higher resolution that that available through commercial channels at reasonable price. A major enhancement in this project will be the linking of a 3D GIS (with its multimedia extensions) with virtual reality displays. We also want to change our current client-server model to reduce data traffic and provide greater opportunity for VR-capable clients to support real-time interactivity.  We will change to transmission of the scene using high-level VRML primitives rather than fully processed animation. This is reasonable for reasonably powerful clients where the VRML viewer can support the augmented or immersive VR display better than the server.  


2.3.5	Parallel and Distributed Multimedia Information Systems


Access to large data repositories is a core technology for the Joint/Coalition Service C2 Information System (Sec. 2.2.2) and for the Medical Collaboration and Visualization System (Sec. 2.2.4). One of the goals of this project is to integrate a number of most advanced data storage and retrieval technologies into the information systems we propose to build. The technologies we will integrate include:


¥	parallel relational database management systems 


¥	unstructured text repositories 


¥	medical imagery repositories 


¥	digital video repositories (parallel file systems)


 Commercial databases offer a number of desirable features, including data security (in both physical sense and in terms of access control), data consistency (via data access locking mechanisms and transaction atomicity), and superior data search and retrieval capabilities. Use of the relational databases for non commercial applications was impeded for a number of reasons, including (to mention a few): difficult  ad hoc access, poor performance, and insufficient data type support. It seems that some of these reasons are no longer valid, and that  the remaining difficulties can be overcome by integration of the Web and relational technology. As for the poor performance, the recent developments in the parallel database technology invalidate this reproach. The parallel RDBMS technology has just reached a level of maturity that justifies its broad deployment. NPAC is in the fortunate position of having beta-tested the parallel database servers for nearly three years [DB1]. At present, we have three different parallel database servers installed on either nCUBE2 or SP2 machines and we have developed expertise in using them. The performance benefits for large databases and complex queries  are remarkable. It is possible now to store rather complex data structures in relational databases and delegate elaborate data retrieval patterns often encountered in decision support systems to the internal logic of a database server.


With performance problems resolved, the acceptance and usefulness of the new technology depends on the ease of use and integration capability with other parts of an information system. There are dozens of products on the market providing a graphical user interface to relational databases. They all share, however, the same stigma of user unfriendliness (even if they just happen to claim otherwise) and incompatibility with public domain information browsers. Basically, the problem is that if one does not know anything about a particular database, one has no easy way to learn how to access and use the information therein: the data inside is passive.


To make the database systems truly useful, it is necessary to enable its database contents to actively advertise itself to the potential user. Active data [DB2] is a key to the next generation of the database systems. The notion of active data also encompasses a mechanism through which the data item, upon its modification, spawns either operations on itself and/or an external action. We propose to implement the notion of active data via a CGI interface to the Web technology. We have a modest prototype system in place. The system allows for browsing and querying an unknown database in a relatively easy fashion. The forms used to access the data are themselves build by internal procedures associated with the data and stored within the server as a part of the database. Each change of the data is reflected in the appearance of the form, and, in some cases, a new form may be spontaneously created and advertised to the user, informing him about new query possibilities or requesting a specified action. The relational high-performance database system will be thereby accessed only via public domain tools that will actively guide the user through the data contained in the relational database. The Web tools will completely integrate relational database access with other applications we will implement in the current project.


The problem of insufficiently sophisticated data types can be resolved by augmenting the relational technology by full text and multimedia servers. There is a number of venues that can be taken here. Direct storage of non-numerical information in relational databases is possible now in the form of BLOBs (Binary Large objects). If any form of queries on such objects is requested, it may be beneficial to store them externally (with only location pointers in the database) and implement additional servers with exotic search capabilities. For full text search, the retrieval tools with enhanced SQL syntax are available allowing for fuzzy, thesaurus, far/near terms searches, and semantic text compression. One such system, Oracle Parallel Text Server, is currently being beta-tested in NPAC. We propose to integrate these capabilities into the current project in a fashion described above for the relational data.


Integration of multimedia objects into relational databases creates a number of interesting problems. A most typical applications of such a system for medical purposes is exemplified by a following query: 


ÒDisplay  heart radiographic images for all patients in the database diagnosed with  high pressure syndrome.Ó


This functionality, involving a relational predicate with multimedia answer, is relatively easy to implement. A more difficult problem is posed by the query Find  names and social security numbers of all patients with heart wall thickness exceeding 110% of the norm. This query involves a multimedia predicate with relational answer. Systems able to process such queries are non existent today, but there is a number of products on the market that attempt to provide a framework to resolve this problem. One of such products is the object relational extensible database management system Illustrate. We propose to install this system in NPAC and to integrate it with the information systems we build for the current project to enhance the functionality of the prototyped medical information systems (Sec. 2.2.4).


Sophisticated, natural language based text analysis systems is another example of interesting technology enhancement. We expect to integrate ARPA funded concept-based text retrieval software from the University's IST school which will allow the commander (decision-maker) to more effectively analyze both text and text-indexed video.


Finally, we propose integration of digital video repositories with the implemented information system.  Development of the basic server technology is an ongoing project in  NPAC. We propose to leverage this research by explicitly addressing the formidable video indexing problem via speech recognition on the audio layer, and the distributed video server management layer implemented on top of the relational database technology. 


2.3.6:	World Wide Web Technologies, including VR and High Resolution Video Support


We will use current and new emergent Web technologies as a base integration, management and demonstration platform for this project. The initial technology assessment part of the project can be naturally implemented by publishing individual technologies and application descriptions using the conventional hypermedia channel of the Web. As part of this plan and as input for the technology assessment, we will also include interactive CGI (common Gateway Interface) based extension of the Web server technology such as WebTools [12--14] under development at NPAC. A WebTools enhanced Web server offers a simple but useful and pervasive (accessible by any browser) collaborative groupware environment for (HTML) content authoring, document creation and management, and disciplined spatial metaphor based navigation framework through such as 'HyperWorld' of dynamic interactive servers. In preparation are also tools for handling hypermedia e-mail, project management and for metaprogramming, i.e. CASE tools for WebTools software engineering. 


WebTools will be made available in this project and we will work with Vanguard on adapting this model for the initial stage of the integration planning, and with task managers on adapting it for prototyping web interfaces to individual application modules. The CGI extension model, offering  user-friendly metaprogramming tools, will allow application programmers in the individual project tasks to quickly build Web interfaces to specific application modules and to publish this software within some common framework, established by the integration planning task. Web publication of application modules will offer easy access within the project team to the documentation and existing demos. Each application domain and each project task will run its own WebTools enhanced Web server. Thus, there will be such servers in Rome, Syracuse, and Virginia. HyperWorld Navigation tools will facilitate seamless cross-server surfing and it will offer a collection of views, suitably customized for managers, developers, integrators, demonstrators and users.


In parallel with deploying current WebTools for technology assessment, integration planning and demonstration prototyping, we will continue the process of interactive computational extensions of WebTools towards what we called WebWindows [14] by coupling our CGI-extended web servers with new client side interactive models such as Java/HotJava and VRML. Java prototyping tools will be used in the early stage for filling the gaps and providing mock-up versions of modules under development. VRML browsers will be used to address the televirtuality protocol integration issues described in Section 2.3.1. A typical development environment will include WebWindows servers at Rome, CGI-linked to the VR simulation running there, and Internet or ATM linked to  VRML browsers at NPAC and later on also to analogous local WebWindows servers, coupled to a smaller scope VR simulation running at NPAC. Native simulation objects will be on-the-fly translated to VRML and rendered at the client side. Translation software modules, maintained by WebTools, can reside in Rome, In Syracuse or in Virginia where they can employ the CORBA based brokerage services. The underlying distributed VR simulation protocols are unraveled, tested on the project applications, and sanitized components are gradually included into the VRML dynamic specification.


The ATM link between Rome and Syracuse will allow for experiments with high-end sector of VRML extensions, including compressed video streams for volume rendering and dynamic textures. Thus the high-end VR project will be naturally linked with the VOD project. We also plan to evaluate TASC MediaWeb services, currently beta tested by Rome, in the area of multi-resolution pyramid based image and video servers, already integrated with the Web.


The staged integration process, based on WebTools/WebWindows technology, will continue throughout the whole project and will evolve from the initial, distributed but coordinated plan to the final, distributed but integrated demonstration testbed.


2.3.7:	Parallel and Distributed Computing including HPCC and CORBA issues.


We will use parallel and distributed computing to support simulations using scalable software systems. We will also work with national parallel C++ community to investigate integration of the Common Object Request Broker Architecture (CORBA) into the HPCC framework.  The use of open standard object request brokers will allow us to greatly extend the ability of any of the application layers to interact across the network, at levels of granularity that will support both massively parallel and more course grained networking.  Additionally, this framework ties to the evolving application of Object-Oriented Analysis and Visualization for C3I applications.


The use of Open Standards for middleware (in contrast to more proprietary approaches, such as TRW's UNAS) is rapidly becoming more common in C2 systems as they enter the next generation.  Structures such as CORBA provide a logical link between object-oriented analysis methods (such as Rumbaugh Object Modeling Technique (OMT) and Booch Notations, and Real-time Object Oriented Methodology (ROOM)) which are increasingly the base for information architectures, and the implementation of these technologies in network architectures.  Use of CORBA frameworks would allow specific parallel processing architectures to be effectively hidden from upper layers, within the context of standards that are not specific to parallel computing.


 2.4	Infrastructure (SYR Update)


A key advantage of this proposal is the excellent existing infrastructure funded largely by the State of New York outside this proposal.  The project infrastructure is described in detail in section 3.4, but key components including areas where project specific enhancement is needed are: 


ATM and ISDN Networking Infrastructure including NYNET         This is in place between NPAC and Rome Laboratory but we will greatly benefit from bridging of NYNET to national networks at Rome and extension of ATM capability to SUNY Health Science Center and the several collaborating University departments.


 Virtual Reality Displays as Clients on Network at Rome (high-end) and NPAC         Here we require expansion of the University's capability and we will build a modest SGI based system that can prototype and demonstrate applications that can use Rome Laboratory equipment for their full exploration. We expect to install a four CPU SGI Onyx server with Reality Engine graphics subsystem and immersive 3D enhancements. Our excellent relationship with Silicon Graphics will provide us with access to early releases of their software tools and demonstration codes.


 HPCC Information and Simulation Servers         NPAC already has modest size parallel computers including a IBM SP-2, nCUBE2, CM5 and Intel iPSC. We hope to coordinate and collaborate with the nCUBE activity at Rome laboratory where for instance interesting speech recognition work of relevance is being performed. This can be used to produce good automatic indexing of video material. nCUBE installations in NPAC and in Rome are complementary: while Rome configuration provides larger computing power, NPAC installation provides large parallel I/O subsystem and large disk storage capacity. Integration of the two nCUBEs over the ATM backbone will provide a unique distributed platform with very high CPU power and tremendous I/O capacity.


As was shown in Figure 2.1-1, during the integration planning we will identify interoperability requirements, based on our planned demonstrations.  This effort will ensure that this level of integration is available to support the planned activities.  The periodic demonstrations that are planned with Rome Labs will provide ongoing validation of the success of this effort. 


2.5	Systems Integration 


The integrated approach is keyed to an evaluation and demonstration process.   Our integrated process ensures that many of the issues that complicate technology demonstrations have been addressed early in the program, and are reflected in ongoing effort.  Specifically, the following  key inputs will have been addressed:


1.	What C3I requirements or issues should be addressed in this effort?


2.	How are the technologies to be investigated in this effort responsive or supportive to these requirements,  and


3.	How can these success/failure of these approaches be assessed to provide insight into subsequent exploitation or enhancement?


Typically technology and application programs develop capabilities, and then, after completion determine appropriate mechanisms for assessment and demonstration.  In a departure from this approach, we will integrate our planning from the initiation of the effort.  During this integration planning, we will ensure that:


1.	The applications and technologies are meaningful, not only as standalone examples of technology, but that when integrated, they form a synergistic capability that is demonstrable and cohesive, and


2,.	The development of these capabilities is targeted and focused on an integrated evaluation process that is directly linked to C3I issues that can be demonstrated in the context of real world problems.


The evaluation process we will perform is also a key to utilizing and integrating the Rome Laboratory experience and knowledge of C3I systems into the effort at the earliest possible time.  The road map we will establish will provide a joint Syracuse/Rome Lab vision of the program, the objectives, schedules, and most importantly, a set of tangible demonstration products, and adequate lead time to  enable them to be integrated into other Rome activities, such as JWID exercises.    The top level integration process is shown below.
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Figure 2.5-1	Our Planning Process Provides End-to-End vision of the Entire Effort


As shown in the Figure, the integration process is our vehicle integrate the technology, the C3I objectives, and demonstration concepts before performing the major portions of the effort.  Based on the four applications we have selected for development, we will select a subset of C3I objectives to represent meaningful C3I capabilities that are defined in terms of C3I missions, rather than the implementing technologies.  These objectives include both specific functionality (e.g. information display capabilities, embedded training, decision support and visualization in 3 Dimensional problems, such as in a JFACC or ADTOC, etc.) and system attributes, (e.g.  interoperability, survivability, security, etc.)  C3I objectives will be compared with the technology capabilities to determine which objectives will be addressed by which technologies, and then specific applications will be identified for each of these.  This 3 dimensional matrix of objectives, technologies and applications will be the basis for our ultimate demonstration planning, which will develop specific approaches to meaningfully demonstrating these capabilities in as realistic and representative and environment as is possible.  By identifying the "ultimate" objective, we will be abler to identify the minimal level of infrastructure interoperability that can be accepted.  We will identify these requirements and reflect them in the ongoing infrastructure development effort.


Additionally, this integrated planning process provides a formal and meaningful opportunity for incorporating Rome Labs guidance that will leverage this effort through this end-to-end planning.


Although we have described this planning process in terms of its "up front" integration functions, we envision it as ongoing process.  We will feed back the results from the standalone application and technology development efforts into this process to adjust objectives, and respond to emerging opportunities to better exploit the development and demonstration results.  We will review and update this integration planning will be  at least every 3 months during this effort.


2.6	Demonstrations 


The ultimate objective of this effort is not to just develop a large set of standalone applications and technologies, but is to provide an integrated capability that can demonstrate their contribution in terms of realistic C3I situations and problems.  In our early integration planning (para. 2.5) , we will have already identified:


1.	How we plan to integrate these capabilities,


2.	Interoperability requirements that must be met to support the demonstration concept, and the 


3.	Application and technology integration that will be required 


The remaining requirement is to determine and plan for appropriate venues for providing product visibility.  This will be conducted early in the integration effort based on resources and opportunities available to both Rome and the Syracuse Team.  Candidate opportunities include planned Joint Warrior Interoperability Demonstrations (JWID) exercises, TACSSF exercises that are targets of opportunity, ARPA HPCC demonstrations, as well as related DISA Global Grid, Global Command and Control System (GCCS) or industry forums.  Selection of specific demonstration opportunities will be performed jointly with Rome Labs.  


Our objectives in these demonstrations is to address the key issue; which technologies and applications offer unique benefits to C3I  systems, and to C3I implementors.  Our demonstration program therefore is geared to provide a means of providing low cost filtering of many candidate approaches.


Additionally, we recognize that C3I evolution is driven by both technology and user requirements.  The C3I technologies that will succeed in the next century are those that have strong user/operator community support and advocacy.  Our objective in these demonstrations is not only to achieve a "yes/no" input regarding specific products or features, but to also provide a credible and meaningful product that will enable the research and user communities to jointly advocate continuation of unique or desirable technologies.  In particular, we plan to concentrate the effort during the latter phases of this effort to enhancing our capability for selected behaviors to as level that will support user interaction and advocacy.


Early demonstrations will be organized with Rome Labs, and will be primarily project level events.  We will solicit Rome Labs inputs at these early demonstrations, and will progressively enhance the product until the high levels of confidence and credibility is achieved. 


During the early phases of the effort, we will perform NYNET Demonstrations on an ongoing basis,  especially between Rome Laboratory and NPAC.  We plan formal 6 monthly major events.   We expect an ongoing set of NYNET demonstrations including those involving the Living Textbook. We will feature the results of this project whenever possible. This could require mobile lower end VR equipment for demonstrations that are not at NPAC Cornell or Rome. Further we expect to arrange deliverables so that they can be demonstrated in three major project demonstrations at six month time intervals. 


2.7	Risk Analysis and Alternatives 


Typically, research program risk is due to potential slowing of technology evolution and the consequent lack of required capabilities.  In the case of the proposed research, technology and the adoption of standards is not only occurring rapidly, the rate of change would appear to be accelerating, as well. Much of the recent growth of the Internet has been in the explosive increase in Web sites, users and products.  While this growth is advancing the technology, it is also commercially obsoleting  many technologies and standards that appeared advanced only recently.  The risk to this program is that any specific implementation of functionality may become an insignificant, and thus unsupported feature during the proposed effort. To minimize this risk, we have approached this program from the concept of functionality rather than specific standards or packages.      A major area of uncertainty is the area of the World Wide Web where technology and capabilities are evolving with amazing rapidity. Just over the last month, a major new capability -- Sun's Java system -- has emerged while VRML which is central to our effort has been clearly important for some time. However only recently has it become clear that browsers will be available supporting this. This rapid change does make the planning process quite hard but these changes can only make the project better. We will follow new developments very closely to ensure that project does not use outdated approaches. 
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7. Fox, G.C., Furmanski, W., Hornberger, P., Niemiec, J., Simoni, D., "Implementing Televirtuality", book chapter in Applications of Virtual Reality, 1994,  by The British Computer Society, Computer Graphics and Display Group


8. Furmanski, W., Virtual Reality and Televirtuality -- A technology assessment project.,Integration", March '94,  http://www.npac.syr.edu/NPAC/PUB/PROJECTS/ wojtek/hpsin/vrhome.html http://kayak.npac.syr.edu:2005 server in /WebTools/Potpourri.html


9. VRML HomePage, WIRED Magazine (http://vrml.wired.com/) and VRML 1.0 Specification, Enterprise Integration Technologies (http://www.eit.com/vrml/vrmlspec.html)


10. SGI WebSpace -- the first public VRML browser, http://www.sgi.com


11. Java/HotJava interactive Web technology, Sun Microsystems, http://java.sun.com


12. W. Furmanski, "Next Generation WWW Technologies for Distance Education", in Proceedings of The Virtual University Conference, Wharton School of Management, University of Pennsylvania, Jan '95


13. Furmanski, W., G. Fox, "WebTools" -- experiments with interactive Web technologies, currently tested within the CPS600 Course Server at http://kayak.npac.syr.edu:2005. See /WebTools space there for overview material, including one-page summary of existing tools at http://kayak.npac.syr.edu:2005/WebTools/Potpourri/CRPCPoster..ps


14. G. C. Fox and W. Furmanski, "WebWindows: Motivation and Application to Distributed Metacomputing", talk and demo presented at the CRPC Annual Review, Houston, TX, March 22. http://kayak.npac.syr.edu:2005/WebTools/Potpourri/CRPCTalk.ps


TELEMEDICINE


  1.  "Will healthcare accept the 'virtual' doctor ?", Lisa Scott, Modern      Healthcare, Nov 28, 1994   


2.  "A Pathologist-Designed Imaging System for Anatomic Pathology Signout,      Teaching, and Research", E.Schubert, W Gross,      R.H.Siderits,L.Deckenbaugh,F.He,M.J.Becich, Seminars in Diagnostic      Pathology, 11, 1994, pp 282-293   


3.  "Neurocytopathology", J.M.Andrews, G.B. Schumann, Williams & Wilkins,      1992 Seminars in Diagnostic Pathology, Vol 11, No 4, Nov 1994, pp263-273   


4.  "Diagnostic Surgical Neuropathology", F.S.Vogel, Modern Pathology, 1994,      pp 396-415   


5.  " Understanding teleradiology", SCAR, 1994   


6.  " Understanding PACS: Picture Archiving and Communications Systems",      SCAR, 1992   


7.  " Laboratory Medicine and Pathology - Digital Image Analysis", T.J.Sebo,      M.D., Ph.D., Mayo Clin Proc, Jan 1995, Vol 70, pp 81-82   


8.  " PACS: Back to the Future", K.Kyes, Imaging Economics, Fall 94, pp 23-31   


9.  "Ideas in Pathology - Neural Network Processing of cervical Smears Can      Lead to a Decrease in Diagnostic Variability and an Increase in Screening      Efficiency: A Study of 63 False-Negative Smears", M.E.Boon, L.P.Kok,      M.Nygaard-Nielsen, K.Holm, B.Holund, Modern Pathology, Vol.7, No.9, 1994,      pp. 957-961  


10.  "The design of a telepathology Workstation: Exploring remote Images"      D.Carr, C.Plaisant, H.Hasegawa, University of Marylan, CAR-TR-708, May      1994, plaisant@cs.umd.edu  


11.  "Telepathology and the networking of pathology diagnostic services"      R.Weinstein, K.Bloom, S.Rozek, Archive of Pathology and Laboratory      Medicine, 111, 646-652, 1987  


12.  " Telepathology, static and dynamic imaging in pathology", R.Weinstein,      K.Bloom, S.Rozek, IEEE Proceedings Image management and Communications,      Vol 1, 77-85, 1990


WAVELETS


  1.  "Recursive Wavelet Transform for 2D Signals", M.Barrat, O.Lepetit,      CVGIP:Graphical Models and Image Processing Vol 56 N1 (1994) pp 106-108   


2.  "Compressing Still and Moving Images with Wavelets" M.L.Hilton,      B.D.Jawerth, A.Sengupta, Multimedia Systems, Vol 2 N3   


3.  "Wavelet Transforms", W.H.Press, Harvard-Smithsonian Center for      Astrophysics Preprint No.3184 (1991) also "Numerical Recipes - The Art of      Scientific Computing Second Edition", W.H.Press,      A.A.Teukolsky,W.T.Vetterling, B.P.Flannery, (1994) chapter 13.10  


4.Compression-faq/part[1-3] rtfm.mit.edu:/pub/usenet/news.answers/compression-faq  


5.  "MATLAB Implementation of W-Matrix Multiresolution Analyses", Man Kam      Kwong, Argone National Laboratory (kwong@mcs.anl.gov)  


6.  "High Performance Compression of Astronomical Images" R.L.White,      University of Colorado (rlw@stsci.edu)   


7.  "Embedded Image Coding Using Zerotrees of Wavelet Coefficients",      J.M.Shapiro, IEEE Transactions of Signal Processing Vol 41 N12 (1993)   


8.  "An Overview of Wavelet Based Multiresolution Analyses", B.Jawerth,      W.Sweldens, SIAM Rev.Vol 36 N3 (1994) pp 377-412   


9.  " Application of wavelet Compression to Digitized Radiographs",      M.A.Goldberg, M.Pivovarov, W.M.Mayo-Smith, M.P.Bhalla, J.G.Blickman,      R.T.Bramson, G.W.L.Boland, H.J.Llewellyn, E. Halpern, ARJ 163, 1994, pp      463-468  


10.  J. Lu "Parallelizing Mallat algorithm for 2-D wavelet transforms,"      Information Processing Letters, vol. 45, pp. 255-259, 1993.  


11.  J. Lu "Computation of 2-D wavelet transform on the massively parallel      computer for image processing," Technical Report, Thayer School of      Engineering, Dartmouth College, Feb. 1991. Extensive presentation of the      parallel algorithms reported in [1]  


12.  J. Lu, D.M. Healy, Jr. and J.B. Weaver "Contrast enhancement of medical      images using multiscale edge representation" Optical Engineering, July      1994  


13.  J. Lu, V.R. Algazi, and R.R. Estes "Comparison of wavelet image coders      using the Picture Quality Scale (PQS)," preprint, to appear in Proc. of      SPIE, Wavelet Applications for Dual-Use, Vol. 2491, April 1995  


14.  J.F.School "Image enhancement of the galaxy VV371c using the 2D fast      wavelet transform", SPIE - The International Society for Optical      Engineering, Visual Communications and Image Processing '94, 23-29      September, Chicago  


15.  The Web page which lists every wavelet preprint which is available via      anonymous ftp. Each entry in the list is linked to its ftp site so you can      simply click and download. The address of the site is:  


 http://www.mathsoft.com/wavelets.html


IMAGE PROCESSING


  1.  "Encyclopedia of Graphics File Formats" J.D.Murray, W VanRyper,      O'Reilly&Associates, Inc   


2.  "Online book on image processing"      http://www.cm.cf.ac.uk/Dave/Vision_lecture/Vision_lecture_caller.html   3.  ImageVision Libray, Programming Guide, SGI   


4.  ImageVision, User Guide, SGI   


5.  Web: //www.med.nyu.edu/nih-guide.html NIH Guide   


6.  "The Image Processing handbook, 2nd edition", J.C.Russ, CRC Press, Inc,      Levis Publishers, 1994   


7.  "Parallel Architectures and Algorithms for Image Understanding",      V.K.Prasanne Kumar, Academic Press,1991   8.  "Digital Image Processing", Pratt WK, New York: Wiley, 1978


Section 3.0  	Special Technical Factors 


3.1 	Capabilities and Relevant Experience 


3.1.1   	NPAC   (SYR Review)


Syracuse University is at the forefront of technology in HPCC and applications of 


<<< Fill in with Some University stuff Here >>>


Syracuse University has selected faculty and research staff members to perform this effort based on their current experience in the technologies, understanding of the existing systems and infrastructure that will be leveraged to perform this effort.  


Professor Geoffrey Fox will be the principle investigator.  He is currently a Professor of Computer Science and Physics, and Director of NPAC (Northeast Parallel Architecture Center) at Syracuse University. He was a Professor of Physics at Caltech from 1972-1990. He also held the positions of Executive Officer of Physics, Dean for Educational Computing and Associate Provost for Computing at Caltech.  Prior to his tenure at Caltech, he has held various positions at Institute for Advanced Studies at Princeton, Lawrence Berkeley Laboratory, Cavendish Laboratory, Cambridge, England, Brookhaven National Laboratory, and Argonne National Laboratory. 


He has led a team which developed the initial use of hypercube in a large variety of scientific fields and has expanded study to other supercomputer architectures. His expertise is in concurrent algorithms and software. He has published over 250 research papers in journals and conferences in the areas of high energy physics , parallel computers, application of parallel computers for computational science. At Syracuse, he leads the ACTION program aimed at integrating parallel computers into industry.  He is part of the NSF science and Technology Center CRPC (Center for Research in Parallel Computation led by Ken Kennedy). He has led the Syracuse group developing the FORTRAN 90D (High Performance FORTRAN) compiler. He is also the chair of the ARPA Parallel Compiler Runtime Consortium. 


 Supporting Professor Fax in this effort will be:


Dr. Marek Podgorny, Ph.D., Associate Director for Technology, NPAC and InfoMall. Graduated with MSc in experimental physics in 1973 from Jagellonian University, Cracow, Poland. Obtained Ph.D. in computational physics in 1978 and habilitation (higher doctoral degree) in theoretical physics in 1992, both degrees from Jagellonian University, Cracow, Poland. Postdoc on Nijmegen University, Holland, 1979, and in National Institute of Nuclear Physics in Rome, Italy, 1980. Alexander von Humboldt Fellow in 1983-1984, Visiting Professor on the Universities in Dortmund and Bochum, Germany, 1985-1986, and 1990-1991. Director of the Jagellonian University Computing Center 1987-1989. Sr. Researcher in NPAC 1992, Associate Director since 1993. Supervises parallel database benchmarking project for ASAS 1992-1993 (funding: $370K). Administers New York State hardware grant for NPAC, 1993-1996 (funding: $6M). Granted Priority Worker status in category of Outstanding Researchers by INS. Authored more than 50 research papers in theoretical and computational physics and in computer science. 


 Dr. Kim Mills, Ph.D., Associate Director for Special Projects, NPAC and InfoMall. Graduated in 1988 from State University of New York College Environmental Science and Forestry with Ph.D. in environmental science.  Technical Specialist at the Cornell Theory Center from 1988-1990, Research Scientist at NPAC from 1990-1993, Associate Director of NPAC from 1993.  Coordinates NPAC's InfoVision demonstration projects, develops InfoMall industry projects in finance, information services, NPAC project leader in environmental modeling (NASA HPCC Grand Challenge data assimilation, IBM funded acid deposition modeling, tornado simulation modeling with University of Oklahoma), education (AskERIC educational database, New York State Living Textbook), Communitynet (Community Network of Central New York). Authored 25 research papers on application issues in computational science and developing HPPC applications in industry.  Project leader for the financial modeling application demonstrated over NYNET for the October 25, 1993 House Space and Science Subcommittee meeting at Rome Laboratory. 


Professor Salim Hariri  received a BSEE, with distinction, from Damascus University, Damascus, Syria, in 1977; an MSc from The Ohio State University, Columbus, Ohio, in 1982; and a Ph.D. in computer engineering from the University of Southern California in 1986. Currently, he is an Associate Professor in the Department of Electrical and Computer Engineering at Syracuse University. He has worked and consulted at AT &T Bell Labs in designing and evaluating reliable distributed computing environments between 1989-1992. His current research focuses on high performance distributed computing, high speed networks design, expert systems for managing performance of high speed networks, benchmarking and evaluating parallel and distributed software tools, software development methodology for heterogeneous high performance computing systems, and developing a performance evaluator of application performance in parallel/distributed computing environments. He has co-authored over 50 journal and conference papers and he is the author of a book ``High Performance Distributed Computing: Concepts and Design'' to be published by Artech House Inc, in 1994. Professor Hariri is the project leader for the benchmarking project of parallel and distributed software tools for BMC3I applications and the virtual machine project sponsored by Rome Laboratory. 


 Dr. Roman Markowski, Ph.D., Researcher, NPAC. Graduated with MSc in theoretical physics in 1980 from Jagellonian University, Cracow, Poland. Obtained Ph.D. in computational physics from the same university in 1993. Deputy Director of the Jagellonian University Computing Center 1987-1990, Director 1990-1993. Since 1993 in NPAC as Researcher and Project Leader.  


3.1.2 	Vanguard Reserach, Inc.


Vanguard Research, Inc. is a small business in Fairfax, Virginia specializing in C3I and automated systems and technologies.  Its major customers included USSTRATCOM for computer system development, Ballistic Missile Defense Organization (BMDO), where VRI is the primary SETA support to BM/C3, and as SETA to the National Test Facility (Air Force Space Command), where VRI is intimately involved in the major Air Force initiatives in C3I, Open Systems, and distributed simulation. 


Vanguard Research, Inc. (VRI) is uniquely qualified to integrate this program with ongoing DoD C3I requirements and technologies.  In the area of evolving software standards, VRI has been a key player in the Ballistic Missile Defense Organization's (BMDO) initiatives in new and innovative approaches to software development.  For example, VRI is a member of the Information Architecture, which is one of the largest Object-Oriented BM/C3 analysis ever performed.  VRI supported the BMDO Options Assessment contracts, which centered on new technologies and concepts for the development of C3 systems.  VRI is currently involved in the ongoing BMC3 / System Engineering and Integration acquisition, one of the largest DoD acquisitions this year.  In related activities, VRI has performed C3 projects including requirements development for TCP/IP and OSI-based network End-to-End Encryption devices (WINDJAMMER), Ground Entry Point engineering, analysis of terrestrial and MILSATCOM networking protocols, Integration of C3 functionality into existing USSTRATCOM C2 systems and a large number of C3-related studies and analysis for  both USSPACECOM and AFSPACE in Colorado Springs.  


VRI is also the SETA to the Air Force Space Command National Test Facility (NTF).  This facility is a key player in Air Force war gaming and simulation efforts, and as host to the Space Warfare Center (SWC)  Cheyenne Mountain Test and Training System (CMTTS) and roles in support of Cheyenne Mountain Complex (CMC) and Cheyenne Mountain Upgrade (CMU) software programs.  As NTF SETA, VRI has been directly involved in the last JWID, ongoing TACSSF  exercises, and an ever increasing number of demonstration and war game activities.  VRI is also directly involved in NTF's role as a major Defense Simulation Internet (DSI) node.  


VRI is also actively involved in the top level standards and technology exploration.  VRI supports BMDO by providing representation on the DoD Open Standards policy boards.  VRI co-chairs the 


VRI is a member of the Joint Directors of Labs (JDL) Data Fusion Group, and a member of the Data Fusion Symposium (JDS) Planning Group.  As such, VRI has helped to build the Data Fusion Model for JDS and NAVAIRSYSCOM.  We co-develop and organize the annual Data Fusion Symposium that is sponsored by JDL and various other agencies  which very year by year, such as, NAVAIRSYSCOM, the Deputy Assistant Secretary of Defense for C3I, the Office of National Drug Control Policy, and ARPA, to name a few.  VRI has also been responsible for organizing sessions and selecting specific paper to be presented during these session.  VRI has also co-chaired sessions at the symposiums, the latest of which was for Real World Operational Examples of Data Fusion.


VRI is also responsible for the Data Fusion interests of the Ballistic Missile Defense Organization, Battle Management Command Control and Communications Division, and as such support them at all the Data Fusion Symposium.


Due to this familiarity, VRI will be able to support this effort in the area of technology demonstration and user assessment planning.  It brings familiarity with the major exercise participants, and in-depth knowledge of organizing and executing these critical activities


VRI's program  manager for this effort, Mr. Preston Marshall,  is recognized as an expert in evolving C3I system technology.  As General Manager of VRI, he has been involved in all of the VRI activity in  C3I, and has hands on experience supporting BMDO and USSPACECOM in the areas of software development, system standards and demonstration planning.  He was part of the BMDO team that planned the BMDO/NTF participation in JWID 94, where an object passing architecture based on Object Store and commercial infrastructures was demonstrated.


Mr. Marshall is Vanguard Research's Project Manager for BM/C3 System Engineering.  In this role he is intimately involved in both functional (system behavior) and performance (throughput, processing, etc.) issues in the implementation of C3I systems.    He has had hands on experience in planning and executing war games and user simulations of  C3I systems.


In his role as General Manager of VRI, Mr. Marshall will be able to draw on the full resources of the company including establishing a dedicated  interface staff to work with the Syracuse University  researchers in implementing the demonstration activities, and in drawing on the VRI experience in both the Washington and National Test Facility (Falcon AFB) Vanguard offices to provide specific expertise and experience to this effort.


3.2 	List of related Government Contracts 


3.2.1	NPAC  


 NPAC has several Government contracts studying HPCC technologies  generally related to this proposal. However the directly relevant  contracts are: 


  NSF Cooperative Agreement No. CCR-9120008 (prime contractor is Rice University)   (Center for Research in Parallel Computation)   CRPC/FORTRAN Programming System Project   $1,052,390 - 7/1/90-1/31/94 with at least two more years expected. 


   Rome Laboratory (AFMC) F-30602-93-C-0195   Applications and Enabling Technology for NYNET Upstate Corridor   $99,999 - 8/9/93-4/8/94 


   Rome Laboratory (AFMC) F-30602-92-C-0063   Software Engineering for High Performance C3I Systems:   Parallel Software Benchmarks for BMC3/IS   $95,000 - 4/7/92 - 2/6/93 


  Rome Laboratory (AFMC) F-30602-92-C-0150   Virtual Machine Model Definition  (with Berkeley & Purdue)   $95,000 - 8/31/92 - 2/28/93 


3.2.2 	Vanguard Research, Inc. 


Vanguard Research has several contracts providing C3I system requirements, development or SETA support to War Gaming and interactive simulation.   These include:


<<<<  List TBD by VRI  will send on Monday via E-mail>>>


3.3  	Infrastructure 


3.3.1.	Computational Resources at NPAC 


NPAC computational resources offer a variety of most recent HPCC  technologies. Although the structure of installed facilities is not  geared toward high volume production needs, the Center offers  considerable computing power. The real asset of the Center is diversity of resources. NPAC's technology expertise is as diverse as its infrastructure.  The systems installed at NPAC provide testbeds for a multitude of computationally intensive projects, and can be broadly divided into 4 categories:   


¥	Parallel supercomputers  


¥	Clusters of high-performance workstations   


¥	Desktop workstations for program development and data visualization   


¥	Networking infrastructure   


The parallel machines currently installed  in NPAC include a CM5, an  iPSC 860, two DECmpp machines, an SP2, and an nCUBE 2. They represent  the major current architectural trends for MPP platforms. The  configuration and utilization data for these machines are as follows:  


The CM5 is a 32 node parallel system from Thinking Machines Corporation. Every node has 32MB of memory, a SUN Sparc 1 scalar CPU, and four vector units. The nodes are connected by TMC's proprietary network with a quad-tree topology. The peak computational power of our CM5 is estimated at 3 GFLOPS. The CM5 is used in a number of ways at NPAC: it supports educational projects, serves as a compute server for a number of research projects, both internal and external, and for experiments in distributed computing.   In the context of the current project, CM5 will be used to run weather simulation and computational electromagnetic codes.


The iPSC 860 from Intel is a 16 node parallel system with 256 MB of RAM total, and a hypercube interconnect topology. It features a small scale concurrent file system. The iPSC is used as the main resource for NPAC's High Performance FORTRAN and Parallel C++ development projects. It will be used for C++ code development for the current project.


The DECmpp machines is a large SIMD systems with 16K processors, operating in a data parallel model. DECmpp, manufactured by MasPar Corporation and distributed by Digital, is fully configured and is equipped with a high speed I/O channel and  a HiPPI interface. Its architecture makes it well suited for regular problems. The aggregate peak computing power of the DECmpp  is approximately 1.5 GFLOPS.  The DECmpp platform has relatively sophisticated and user friendly software support.  For the current project the machine will  support signal and data compression applications.


The SP2 machine is the newest HPCC product of the IBM Corporation.  Unlike other machines installed in NPAC, the SP2 consists of a relatively small number (12 ) of very powerful nodes. The node processor of the SP2 is an IBM RISC/6000 Power2 processor running at 66 MHz, one of the most powerful RISC processors available.  Internal connectivity of the SP2 is provided by both an Ethernet  network and a high-performance switch with a crossbar topology (full  connectivity). The parallel processing environment of SP2 supports both distributed (loosely coupled) and parallel (tightly coupled) programming paradigms. SP2 nodes are binary compatible with other IBM RS/6000 workstations. SP2 is a flexible, general purpose platform with considerable computing power, supporting a variety of applications.   In NPAC, its basic configuration is enhanced for large database applications by installation of large memory (256 MB/node) and large disk storage (nearly 200 GB of on line disks). Available software includes Oracle Parallel Server and DB2 Parallel Edition RDBMS. For current project the SP2 will provide parallel database, parallel Web server and simulation services.


The nCUBE 2 installed at NPAC is a 64 node, 2 GB RAM machine with a MIMD hypercube architecture. The salient feature of the NPAC machine is its scalable parallel I/O subsystem. The subsystem, working in parallel with the computational processor array, consists of 32 nodes forming its  own hypercube, with a SCSI controller and a disk array connected to  every node. The current configuration supports 96 disks with total  storage capacity of nearly 0.2 TB. The I/O subsystem supports also  networking processors and controllers. Network hookup of the NPAC's nCUBE consists of multiple Ethernets multiplexed to the ATM backbone. nCUBE's design represents the state-of-art scalable I/O system, probably the most advanced one in the industry.  The nCUBE platform in NPAC supports the Parallel Oracle Database Server, a  high performance, high capacity relational database management system, and the Oracle Parallel Text Server. The Text Server provides high performance free text store and retrieval engine. In addition, the nCUBE supports an advanced Parallel File System used as a storage vehicle in the ongoing Video on Demand project in NPAC.


The distributed computing facilities in NPAC include two clusters  of high performance workstations: DEC Alpha  cluster and a heterogeneous cluster of ATM connected workstations. 


The DEC Alpha cluster consists of 8 Alpha model 400 compute servers. The cluster is supported by a  high performance networking backbone consisting of dedicated,  switched FDDI segments. This solution provides full FDDI bandwidth and  low latency switching to every workstation in the cluster.  The model implemented at NPAC exemplifies Digital's approach to  distributed computing. 


The ATM cluster consists of a number of Sun and SGI workstations. The cluster forms an interface between the NYNET and the rest on NPAC facility. The cluster is used to develop new multimedia networking protocols, video on demand and collaboratory applications and to support demonstrations. 


All NPAC facilities are networked. The main networking FDDI  backbone connects NPAC file and compute servers, the Alpha cluster, the ATM cluster (via an SGI Challenge network server as a gateway) and is interfaced to a 100+ farm of desktop workstations and personal computers via a DECnis router.  NPAC connectivity to Internet is provided by a dedicated Ethernet segment directly connected to a router feeding the T3 Internet link.


As seen from the above review, NPAC's facilities represents a state of  art HPCC center providing its partners with access to the newest  technology. The unique capabilities of NPAC computational infrastructure  offers a number of benefits:   A number of different parallel architectures are gathered in one  place. This allows for extensive experiments and for identification of  the most suitable architecture for a particular project.   In addition to diverse parallel systems, loosely coupled  distributed systems are supported as well. This extends the overall  center capability and allows for integration of the technologies  required to solve extremely irregular problems.  The integration capability is  supported by the efficient  networking backbone. This capability includes  applications running on geographically remote computers by interfacing  NPAC internal LAN to NYNET high speed network. NYNET will also support  applications that require very high bandwidth for data exchange between  supercomputers.   Both traditional ``number crunching'' and data  processing platforms are available. This allows us to test distributed  applications that have both intensive data processing and computational  components. Both database applications (parallel database server) and  I/O intensive applications (parallel I/O subsystems) are supported.   NPAC's heterogeneous environment offers considerable computing power and an advanced development environment for the current project. 


3.3.2 	Resources Provided Through NYNET 


NYNET links NPAC facilities to those at Rome Laboratory and Cornell. Currently, this link is based on two OC3 lines. At NPAC, a dedicated ATM cluster is directly connected to the NYNET OC3 links. The ATM infrastructure in NPAC consists of the two FORE-200 switches with OC-3c single mode, OC3 multimode, and 140 Mbit/s TAXI interfaces, and of the LAX-20 LAN access switch. In addition, the GTE switch supports TAXI, DS3, T1, and HiPPI interfaces. Switching devices enable internetworking with almost any kind of a network. Sun and SGI workstations in the cluster have full video conferencing capability, and digital video capture, compression, and retrieval support. The cluster provides hardware platform for  both commercial and public domain collaboratory packages.   


The backbone of the network is comprised of broadband ATM switches interconnected via SONET trunks. To provide unified network management and control capabilities across the public network, the switches are interfaced with the ATM Forum specified Public NNI (Node-to-Node Interface) and an OSI CMIP-based network management system is operated. The NYNET participants are provided access to the ATM backbone via 2 OC-3c SONET links per site.   The purpose of providing two links per site is  as follows: 


¥	 to provide each site with larger than OC-3c bandwidth prior to the availability of standards compliant OC-12c public network equipment,  


¥ 	to permit a user to run experiments in which traffic runs through the network and back to his/her own site. This eases the development of protocols by permitting experimenters to observe and control both ends, and to


¥	test techniques of inverse multiplexing to achieve throughputs that are greater than any single link can provide. 


The interface between the participant sites and the public network conforms to the ATM Forum specified UNI (User-to-Network Interface), and an SNMP-based customer network management system is being  developed in collaboration with Rome Laboratory.  This management system will allow the users to monitor and collect network configuration and traffic statistics, as well as providing limited end-to-end management and control capabilities. To interconnect the New York upstate participants to the downstate participants (different LATAs) requires a NYNET interface to a third party network.  This is accomplished by means of the ATM Forum specified B-ICI (Broadband Inter-Carrier Interface). The same interface will be used to connect NYNET to the national computing environment network. The NYNET public network provides permanent virtual circuit (PVC) cell relay service (CRS).  In the NYNET PVC CRS, virtual circuits are provisioned based upon the peak user burst rate, which may be specified as large as the line access rate (OC-3 in this case).  


NYNET connectivity is being extended. At present the network supports the Living Textbook projects with a number of schools directly connected to the OC3 ATM network. This network extension is in production mode and is being supported jointly by NPAC and Rome Laboratory. While not directly relevant to the current project, the Living Textbook extension testifies to the high-performance network expertise of NPAC team and to the NPAC abilities as system integrator. Living Textbook project is also an example of efficient and mutually beneficial cooperation of NPAC and Rome Laboratory staffs. With HPCC facilities being currently installed in Rome Laboratory (nCUBE, Paragon) we expect to promote the role of NYNET to a link supporting HPCC applications between two supercomputing sites. We also expect to extend the outreach of the technology developed in the current project by using NYNET as a vehicle to connect NPAC supercomputing facility to remote sites using Rome Laboratory connectivity to nation wide military ATM networks.


Section  4.0	Schedule 


4.1	Task Organization


The proposed effort has been organized into seven specific task areas, as shown in Table 4-1.


Table 4-1	Task Areas


Task �
Task Area�
Principle Effort�
Leadership�
�
1�
Integration�
This task will provide the initial planning, and ongoing assessment required to integrate the specific applications and technologies developed under Tasks 2 and 3 into demonstrable products for demonstration in Task 4. �
Vanguard�
�
2�
Application Development�
This task will develop the four applications described in para 2.2, based on the technologies to be integrated, and the integration and demonstration planning provided in Task 1. �
Syracuse�
�
3�
Technology Development�
This task will develop the core technologies that will be integrated into the core applications developed under Task 2.�
Syracuse�
�
4�
C3I Demonstration�
This task will plan and conduct demonstrations of the application and technology capabilities (developed under Task 2 and 3), in accordance with the integration plan developed in Task 1.�
Vanguard�
�
5�
Infrastructure Development and Maintenance�
This task will leverage the existing Syracuse and NPAC infrastructure to support Tasks 1 through 3, and will specifically integrate configurations that can support the specific demonstrations identified in Task 1 and executed in Task 4�
Syracuse�
�
6�
Reporting and Data Development�
This task will provide reporting of technical results, conclusions and recommendations for Tasks 1 through 5, as provided in the Statement of Work. �
Syracuse�
�
7�
Program Management�
This task will provide ongoing management, coordination, and financial reporting for the contract.�
Syracuse�
�
The overall relationships among these task is shown in Figure 2.1-1.


4.2	Critical Milestones, Events and Schedules


We have organized this effort to support key milestones and events.  In the initial phases of the effort, these represent completion and approval of critical program thrusts.  In later phases, the proposed milestones represent opportunities to demonstrate and document the results of the technology and application development.


Table 4-2	Key Program Milestones


Milestone�
�
Days After Contract�
Date, if 1 July Start�
�
Initial Kick-Off Meeting�
Hold initial meeting with appropriate Rome Laboratory (and ARPA, if appropriate) personnel.  Provide overview of proposed schedule and demonstration program.�
30�
31 July 95�
�
Draft Integration Plan�
Deliver Draft Integration Plan, reflecting presentations at Kick-Off meeting and government guidance. �
60�
29 Aug. 95�
�
Baseline Integration Plan�
Deliver Baseline Integration Plan, reflecting  government directed changes to Draft Plan.  Revisions to plan will be made as required�
90�
28 Sept. 95�
�
First Internal Demonstration�
First demonstration of capability.  Emphasis will be on technology capabilities, with only partial integration�
180 �
28 Nov. 95�
�
Second Internal Demonstration�
Second demonstration of capability.  Emphasis will be on application capabilities, with limitations in application integration�
330�
30 May 96�
�
Final Demonstration�
Final demonstration of integrated technology and application products�
510


�
1 Dec. 96�
�
Exercise Demonstration�
Demonstration of integrated capability within the context of C3I exercise or demonstration�
Between 360 and 540 �
TBD�
�
Rome Laboratory Technical Exchange Meeting Presentation�
Demonstration or Presentation of technical results or planning to Rome Laboratory TEM�
TBD�
TBD�
�
Monthly Status Reporting�
Monthly financial and technical status�
30 Days after contract month�
First Report 30 Aug. 95�
�



Section 5.0	Program Organization 


5.1	Overall Structure 


The Syracuse University program consists of a partnership between Syracuse University and Vanguard Research, Inc. (VRI) The Syracuse Project Manager, Professor Geoffrey Fox will provide leadership across the entire team.  He will be supported by VRI in areas of C3I systems, integration,  demonstration, and emerging standards (such as Object Systems) that are of particular importance to the development of C3I applications.


5.2	Management and Technical Team


5.2.1	NPAC  (SYR)


Geoffrey Fox is the Director of NPAC and will serve as the Principal Investigator (PI) on this program.  TPL, an NPAC Research Scientist will be the technical project leader. PM will serve as the NPAC program manager.


<< Who is TPL?    Need some more definition here I think..>>


TPL will have the major responsibility for achieving the technical objectives of this project.  This will be accomplished by coordinating and directing the activities of NPAC professional staff personnel (Markowski, Podgorny, ...) and faculty members (Furmanski, Hariri) on the various technical tasks.


PM will be responsible for the management of the program.  He will serve as the primary interface with the program management personnel from both Rome Laboratory and the subcontractor, VRI (Richard Slavinski and Preston Marshall respectively).  PM will be responsible for monitoring and maintaining the program schedule and assuring the delivery of quality products as required.


5.2.2	Vanguard Research, Inc.


Mr. Preston Marshall will serve as VRIÕs Program Manager.  He is General Manager of VRIÕs Washington Division, and have available the full resources of VRI.  He reports directly the President of VRI, Mr. Mel Chaskin.  Through this direct link to Mr. Chaskin, Mr. Marshall will also able to integrate other VRI provided expertise, such as demonstration coordination by the National Test Facility support staff, to this effort.  Mr. Marshall will take technical and management direction directly from Prof. Fox.


5.2.3	Other supporting Capabilities 


NPAC intends to exploit the capabilities and expertise that exists in the various schools of Syracuse University in the performance of this effort.  Dr. Ed Lipson of the Physics Dept. will play a major role in development and demonstration of the Medical Collaboration and Visualization System.  This activity will also include heavy involvement with the SUNY Health Science Center.


NPAC will investigate potential interactions with the world class faculty in the EE Dept. who have specialized knowledge in the area of Computational Electromagnetics (CEM).  We will explore collaborative opportunities involving multimedia technology with the Newhouse, IST and Maxwell Schools.  We also intend to utilize and integrate a concept-based text retrieval software package developed by the IST School


� TOC \f  ��
Attachment 1    Resumes


�


�
Part II -- Contractor Statement of Work   


1.0	Objective 


This project will investigate Collaborative Interaction and Visualization using HPCC technologies in the context of four applications. We will use the excellent infrastructure and expertise available at both NPAC and Rome Laboratory including the high speed network NYNET, links to national networks and NPAC's high performance multimedia parallel systems linked to NYNET. The subcontractor Vanguard will enable the work to be closely integrated with both commercial standards such as CORBA and the Department of Defense application and interoperability needs. 


2.0	Scope 


3.0	Background 


3.1 	Guiding Principles and Theme  


The project will be application driven but investigated in the context of one major theme or guiding principle Collaboration and Visualization which will be used to guide  the choice of technologies and the aspects of applications to stress. Note that we will implement each application as a separate component but linked into a single information system. As a further theme we will use Training as this is also key to DoD and will ensure that our demonstrations and technologies can be easily transferred to operation. 


3.2 	Infrastructure 


This work shall include the use of the NYNET and associated parallel computer infrastructure as well as the Information Systems available to NPAC. These information systems include commercial offering such as parallel databases (DB2, Oracle) as well as Geographical and MultiMedia Information systems being developed at NPAC as enhancements to the common World Wide Web infrastructure. Further this support shall also include NYNET Applications, Enabling Technology research, and Distributed Computing systems, Multi-Media Networking, and Virtual Reality.  Syracuse shall also provide the use of NPAC's Multi-Media Laboratory for both demonstrations and system development. 


3.3 	Open Standards and Dual-Use 


A guiding  principle in this work will be optimizing the A guiding principle in this work will be optimizing the interoperability and dual-use capabilities of systems. This will be implemented by using commercial hardware and software where possible and building other information storage, dissemination and visualization capabilities as well designed modules which can be integrated into Arpa, Rome, commercial and other pervasive information infrastructure.  (World Wide Web) and the scalable software standards such as MPI HPF and HPC++ developed by the national HPCC community. 


4.0	Tasks 


4.1	Application and Technology Roadmap Thrust I 


This thrust provides the frontend assesment of technologies and applications which will be needed for the project. This thrust defines the necessary functionality needed in application and technology thrusts II and III. There are companion backend tasks which take the identified thrusts II and III components and integration them into demonstrations 


4.1.1	Technology Assesment 	


This involves the assesment and identifiaction of technologies, such as World Wide Web protocols, massively parallel applications, virtual reality, distributed computing and communication concepts that have application to the development of modern C3 Systems. This will be done recognizing the four target applications and the underlying themes of collaboration, visualization and training. 


4.1.2	C3 Concept Development 	


We will identify key C3 concepts and objectives that should be used to guide the development of technologies and application objects. This task will interact with 4.1.1 as we evaluate concepts that are consistent with identified technologies and application areas. Where possible, existing service requirements or technology needs analysis (such as the Air Force Science Advisory Bard) shall be incorporated. 


4.2	Application  Objects Thrust II 	


This thrust consists of the tasks building application component objects which will be linked together according to principles identified in task I and developed in the demonstration and integration thrust IV 4.2.1	Real-time Interactive Distributed Weather Information System         Here we will identify an existing weather simulation which we will integrate with the Geographical Information system to allow 3D navigation through combined weather/terrain model so that visibility and other weather related issues are be explored. NPAC has experience with a Tornado simulation built at an NSF center (Oklahoma) and a NASA climate code. We will choose a suitable code in discussions with Rome Laboratory and the experts in the field. 


4.2.2	Joint/Coalition Service C2 Information System         


As discussed above, all the applications will be structured as services available under a Web-based multimedia information system. We will work with Rome Laboratory in identifying a particular JWID oriented C2 demonstration. The subcontractor Vanguard will play a lead role here. The base multimedia information system will allow access to real-time digitized video streams based on technology work funded at NPAC by Rome Laboratory and a collaboration with the Newhouse and Maxwell Schools at Syracuse University. Excellent editing tools will use the leading edge AVID nonlinear digital editor integrated with our system. All other information modalities -- text,image and simulation will also be supported. 


4.2.3	Electromagnetic Scattering Simulation System         


We will use an existing computational electromagnetic code based on work NPAC is aware of at Rome Laboratory, Syracuse Research Corporation or in EE dept. of University. This will be integrated into GIS and VR display system with help of world class faculty in the CEM area at Syracuse University. The application will be implemented as a dynamic time dependent simulation. 


4.2.4	Medical Collaboration and Visualization System   


Here we will build on ongoing computational medicine activities on NYNET which involves SUNY Health Science Center, NPAC, University Physics dept. and NYNEX. Three identified areas are collaborative Telemedicine, VR based fly throughs of pathology images for advanced tumor identification and the Visible Human. The latter is an over 40 gigabyte database prepared by the NLM(National Library of Medicine) with better than millimeter resolution male and female 3D body images. NYNET and parallel servers are particularly relevant for such huge datasets and we will develop full immersive VR visualizations intially aimed at training and demonstration. 


4.3	Core Technologies Thrust III 	


This thrust develops and identifies the core technologies necessary for the application objects and demonstrations. The technology requirements will be identified in thrust I and in thrust IV we put integration into  demonstrations. 4.3.1	Virtual Reality including its integration with the Web    3D displays will be used for both immersive and augmented visualization. We will examine VRML as natural interface as this is an open standard built on SGI Inventor technology and is hoped to become the "three dimensional HTML" standard. We will implement volume visualization methods integrated with medical collaboratory systems that will be capable to construct, display, animate, and manipulate 3D visualization of certain medical diagnostic data, like CAT scans. 


4.3.2	Compression and network management  


This task will provide compression and network management technologies to support transport of large images and animation(video) with high resolution The very demanding VR and collaborative applications will stress the network management and require the best compression.  We will focus on methods with both high quality and fast encoding and decoding. The most promising technology, wavelets, will be explored and integrated in real time systems meeting the stringent requirements of VR and medical diagnostics, for both still high-resolution images and video. Wavelets appear to require four times less bandwidth than JPEG to record comparable quality images. We will also explore and integrate the most recent networking technologies, including ATM, ISDN, and ADSL for image delivery using the novel network management technologies ensuring high network utilization via integration of the ATM-level flow control mechanisms. 


4.3.3	Collaboration technologies including simulated environments         


Here we will build on results of a Rome Laboratory funded project evaluating several collaboration software and hardware products. We will concentrate on the interoperability issues for different industrial standards and products and on broadening the scope of the applications that can be shared over the network by multiple users. Further we note that lower bandwidth may be used for collaboration over ISDN which is integrated into NYNET at NPAC.  At the high-end we will evaluate an Argonne project using an SP-2 to support full 3D virtual environments based on the MOO paradigm. 


4.3.4	Geographical Information Systems(GIS)  


This task will deploy a GIS with data fusion, planning, other overlays and 3D VR interface as needed to support applications.  We will use a GIS as the basic spatial interface supporting full 3D terrain navigation in immersive or augmented VR modes. This will build on State funded work for the Living Textbook project. An operational military GIS will need many spatial reasoning, image processing and data fusion overlays. We will select some typical examples appropriate to support chosen demonstrations.  We request Rome Laboratory's support in obtaining DMA digital terrain and elevation data as this is of higher resolution that that available through commercial channels at reasonable price. 


4.3.5	Parallel and Distributed Multimedia Information systems (Databases) 


Parallel, high-performance data repositories will be used in all information systems built in the current project. In particular, we will use parallel database technology integrated with the web technology to ensure rapid access and retrieval of all kinds of medical records including medical imagery.  We will investigate the integration of ARPA funded concept-based text retrieval software from the University's IST school which will allow the commander (decision-maker) to more effectively analyse both text and text-indexed video. 


4.3.6	World Wide web technologies including VR and high resolution video support


The proposed applications represent the very high end of existing Web video services but we expect that new Web standards such as VRML (Virtual Reality Modelling Language for common 3D datastructures) and Java (supporting general client applications) combined with parallel servers will allow us to use a Web-based approach to this project. This task will investigate and integrate these emerging Web technologies and standards as appropriate. 


4.3.7	Parallel and Distributed Computing including HPCC and CORBA issues.         


We will use parallel and distributed computing to support simulations using scalable software systems. We will also work with national parallel C++ community to integrate CORBA into the HPCC framework. 


4.4 Infrastructure and Systems Integration Thrust III 


The infrastructure thrust includes upgrades necessary for this project and the integration necessary to support application and technology development as well as deployment in demonstrations. 


4.4.1	ATM and ISDN Networking Infrastructure including NYNET 


This is in place between NPAC and Rome Laboratory but we will greatly benefit from bridging of NYNET to national networks at Rome and extension of ATM capability to SUNY Health Science Center and the several collaborating University departments. 


4.4.2	Virtual Reality displays as clients on network at Rome(high-end) and NPAC         


Here we require expansion of the University's capability and we will build a modest SGI based system that can prototype and demonstrate applications that can use Rome Laboratory equipment for their full exploration. 


4.4.3	HPCC information and simulation servers         


NPAC already has modest size parallel computers including a IBM SP-2, nCUBE2, CM5 and Intel touchstone. We hope to coordinate and collaborate with the nCUBE activity at Rome laboratory where for instance interesting speech recognition work of relevance is being performed. This can be used to produce good indexing of video material. 


4.5 Demonstration and Systems Integration Thrust V 4.4.1 	


Technical Integration 	This is the responsibility of NPAC and involves the technical integration of infrastructure, technology and applicabilition objects to deliver the functionality identified in the tasks of 4.4.2 and 4.4.3. 


4.5.2	Assesment Planning 


We will develop plans and approaches for the assesment of technology and application object needs in the context of realistic C3 applications and missions. This will identify the structure of demonstrations described in tasks 4.4.4 and 4.4.5. Where possible, existing demonstration programs including the JWID exercises shall be considered as candidates. 


4.5.3	Assesment Performance 


This task involves preparation of demonstration programs including the organization of participants, identification of specific scenarios to be demonstrated, and collection of any necessary background data or support personnel. If the demonstration is part of a larger activity such as JWID, our plans will be coordinated with plans and requirements of the appropriate planning organizations. 


4.5.4	NYNET Demonstrations 


The project will conduct NYNET demonstrations on an ongoing basis especially between Rome Laboratory and NPAC with formal 6 monthly major events. Further We expect an ongoing set of NYNET demonstrations including those involving the Living Textbook. We will feature the results of this project whenever possible. This could require mobile lower end VR equipment for demonstrations that are not at NPAC Cornell or Rome. 


4.5.5	National Demonstrations 


The project will be involved in National Demonstrations such as JWID using ATM connections through Rome Laboratory to LESN (Leading Edge Services Network). These will be identified and planned in tasks 4.4.2 and 4.4.3. 


4.6	Reporting and Management 


4.6.1	Technical Reporting 


The demonstrations, applications and technologies will be reported in forms necessary for both the technical and capability impacts. We will identify the products and forums that will allow this program to have the greatest value to the C3 community. The monthly reprts to Rome Laboratory are included in this task. 


4.6.2	DoD and Commercial Developer Liasion 	


Liasion will be established and mantained with key parts of DoD including technology offices including Rome Laboratory and arpa as well as the DoD C3 application and commercial development community. The later will be performed as part of NPAC's InfoMall technology transfer organization. 


4.6.3	Program Management 	


The program management management task will be split into two with Vanguard responsible for functionality and demonstration management. NPAC will be responsible for management of technology and application component development as well as infrastructure integration. 


