Trip Report by Geoffrey Fox on

First NASA Workshop on Performance-Engineered Information Systems

NASA Ames September 28-29 1998

http://www.npac.syr.edu/users/gcf/nasaamesperfsept98/index.html
This was a pretty successful meeting which was rather more general in scope than title suggested as it essentially covered a broad set of issues attached to the Information Power Grid (IPG) which is NASA’s version of what NSF calls a computational grid. Interesting IPG seems more committed to a distributed object programming model than NSF PACI and some parts of DoE. Subhash Saini from NASA (with help from Frederica Darema and Jack Dongarra) organized the meeting. The new IPG project leader Bill Johnston (on loan from LBL) and enabling technology lead (Dennis Gannon on sabbatical from Indiana) were present throughout the meeting.

Note three recent trip reports covering related areas: Wisconsin Web Server Performance workshop (http://www.npac.syr.edu/users/bernhold/trip-reports/9806-gcf-wisp98.html ), DARPA Performance Engineering PI meeting at Annapolis (http://www.npac.syr.edu/users/bernhold/trip-reports/9808-gcf-pes.html ), and the computational grid meeting in Chicago (http://www.npac.syr.edu/users/bernhold/trip-reports/9807-gcf-grids98.html ).

The presentations covered a variety of areas including grid (IPG) programming models (from integrated compiler based to loosely coupled distributed objects), performance (on grids, the Internet and conventional machines) as well as the IPG and NASA Ames context.

The commitment of NASA Ames to HPCC was apparent from the director’s Henry McDonald’s introductory presentation which was followed by one by Jack Hansen, the director of research at Ames. NASA Ames has 5000 employees, a budget of $600M/year and is situated in 2000 acres of highly valuable land in the middle of Silicon Valley. The enormous wind tunnels dominate the local landscape. The future of NASA is Information Technology according to Goldin and Ames is their center of excellence in this area. Their commitment to the mission is underscored by the 80 new hires at Ames (mainly in Computer Science) and the tapping of Bill Johnston from LBL to lead the IPG. Rarely are organizations willing to go outside to find needed talent. Bill Feiereisen described the IPG, which is designed to support the design process in the aerospace market. Note that this is becoming process and not aircraft performance driven. For instance looking at the life cycle cost of an aircraft, only 10% is fuel (where performance issues are critical) while 25% is cost of ownership, 20% crew and operations and 45% are indirects. The IPG will link Ames Lewis Langley and the two NSF PACI centers by October 99. They expect to use Globus, Legion and HPcc from NPAC. Typical applications are the well-known NPSS, which is a propulsion MDO system at NASA Lewis. Another IPG application ADTT is a collaborative system from Ames, which was not familiar to your reporter. 
a) Bill Johnston summarizing at the end of the conference divided IPG activities into 5 classes:

b) Testbed construction including Globus’s GUSTO

c) Component architecture and grid services. Here Johnston assumes an underlying distributed object model as an uncontroversial underpinning.

d) Human Interfaces – here TangoInteractive could lead to a collaboratory.

e) Research where the component model is clear but the programming model requires substantial investigation.

f) Applications

Note that both McDonald and Johnston emphasized very practical Grid applications linking just a few coarse grain components (including perhaps real time data gathering as from EOS satellites)

As usual, we will not summarize the talks in faithful detail but give a few highlights. There were several talks from the DARPA program started by Frederica Darema and covered in our earlier workshop report – this included talks from 4 groups. POEMS (led by Jim Browne from Texas); PACE (led by Graham Nudd from University of Warwick, England); DELPHI (led by Dan Reed from Illinois); and an unacronymed project led by Joel Saltz of Maryland and involving your scribe. I described PetaSim as in the DARPA meeting but with a rather different emphasis focussing on how it can be used in a distributed object model on the IPG.

a) Industry was again represented by John McCalpin from SGI who was so incensed by some of assumptions seemingly underlying the grid concept, that he changed his talk in real time to study the economics of the grid. He explored the consequences of two probably correct assertions

b) Codes that can run on a single possibly parallel machine will run less efficiently on a distributed network after decomposition.

c) There are essentially no useful idle machines

He concluded that the grid was difficult to justify economically. This is a valid criticism for the rather wild grid applications with lots of closely coupled cooperating distributed program but does not apply to the modestly concurrent naturally distributed applications targeted by the IPG. Amusingly there was another emotional speech from industry where Neil Gunther described his analysis of phase transitions to represent the onset of cache trashing. This work is related to a similar complex system picture of the Internet coming from Tad Hogg of Xerox Parc.

a) There were several other important talks by calm government and academic types.

b) Jack Dongarra’s discussion of his ATLAS system was well received. This uses an automatic analysis to produce blocked codes of the highest performance.

c) Frederica Darema described her vision of a distributed programming environment with close coupling of all the needed tools.

d) Fran Berman described both her very successful application controlled scheduling system AppLeS and the proposed CRPC follow-on activity producing a new grid programming environment with similarities to Darema’s vision.

e) Dennis Gannon and Kate Keahey (Los Alamos) described aspects of distributed scientific objects.

f) Raj Jain describing quality of service issues pointed out that critical changes were needed in the IP infrastructure.

Finally we noted a very interesting trip to the “visible storage” of the Computer Museum which has a wide ranging set of machines including early vacuum tube models, the first PC’s and essentially all models of Cray systems. The collection, which is looking for funding for a permanent home, includes books posters and other artifacts.
