Various forms of network-awareness have been proposed Application-transparent or system-level adaptation to variations in network bandwidth has been successfully used by the designers of the Coda file system [Mumm95] to improve the performance of applications. The Odyssey project on mobile information access plans to provide support for application-specific resource monitoring and adaptation. The primary adaptation mechanism under consideration is change in data fidelity [ Saty95]. Several recent research efforts have focussed on adapting to  variation in Internet round-trip delay~\cite{AmsalegFTU96,CarterC96,ChankhuthodDNSW96,EtzioniHJKMW96,RanganathanA SS97}.  Amsaleg~et~al~\cite{AmsalegFTU96} propose an adaptive strategy for executing relational queries over the Internet; Carter\&Crovella~\cite{CarterC96} propose an adaptive scheme for selecting between multiple servers offering the same data object; Chankhuthod~et~al~\cite{ChankhuthodDNSW96} propose an adaptive scheme selecting between multiple caches for a data object; Etzioni~et~al~\cite{EtzioniHJKMW96} propose and analyze algorithms to optimize multi-site information gathering based on information about and dollar costs. Our group has recently completed a study that explores program migration as a way of adapting to change s in network performance~\cite{RanganathanASS97}. In this proposal, we  plan to take network performance into account both by providing applet developers a mechanism that will allow them to design a pplets with variable communication, computation and disk space requirements. We will also make use of  available disk space to cache; the aggressiveness with which caching is carried out will d epend on the available resources.   





RESEARCH IN ESTIMATION OF  INTERNET PERFORMANCE





The success of infrastructure designed to guarantee quality of service will depe nd on an ability to anticipate internet performance.  <MATERIAL FROM CHAT SENT BY ANURAG (my postdoc) goes here.> Golding [Gold92] and Carter and Crovella [Cart96] have studied mechanisms to estimate end-to-end Internet bandwidth. Golding's results indicate that attempts to predict bandwidth using previous observations alone is unlikely to work well. Carter and Crovella propose the use of round trip times for short packets to estimate network congestion.  They propose to use the network congestion information to estimate changes in network bandwidth (assuming the inherent bandwidth of the link has been previously computed by flooding the link). Their results indicate that it might be possible to estimate the change in network bandwidth using information about the change in network latency. 


We have conducted two investigations into Internet performance monitoring. First, we have studied medium-term and long-term variation in round-trip delays for short packets.  Second, we have studied the variation in the transfer time of 16Kbyte messages. 


Study of Internet round-trip delay: 


-----------------------------------





We selected 45 hosts: 15 popular ".com" web-sites (US), 15 popular ".edu/.gov" web sites (US) and 15 well-known non-US hosts. These host were pinged from four different locations in the US. Each link was studied for a 48-hour period.  We attempted to answer the following questions: (1) how rapidly and in what manner does the delay change (in this study, we focus on medium-grain (seconds/minutes) and coarse-grain time-scales (tens of minutes/hours)); (2) what does the frequency distribution of delay look like and how does it change with the time of day and the period of observation; (3) what is a good metric to characterize the delay for the purpose of adaptation. 


Our design of the pinging procedure was motivated by five considerations. First, we were interested in medium-term (seconds/minutes) to long-term (tens of minutes/hours).  Second, we wanted to keep the network overhead due to probe packets small -- this was important as we planned to run these experiments over multiple days.  Third, we wanted to avoid the possibility of flooding the network with probe packets as the behavior under such a condition is unlikely to be anywhere close to the unprobed state of the network. Fourth, we wanted to include a wide variety of hosts in our study -- including popular commercial web servers. Fifth, we wanted to place the smallest possible computation load on the pingee -- this is particularly important as many of the hosts we wanted to include in our study were extremely busy web servers.





On the basis of these considerations, we chose ICMP as the network protocol, 64 bytes as the packet size and one second as the pinging period. Choosing ICMP had two advantages. First, there is no need to obtain an account on the hosts being pinged, only those that are doing the pinging. This allowed us to include a wide variety of hosts in our study. Second, of the commonly available protocols, it places the least computational load on the hosts being pinged. Choosing a 64-byte packet and a one-second pinging period allowed us to limit the network overhead and to avoid the possibility of flooding the network. 


The conclusions of our study, briefly, are: (1) there is large spatial variation in round-trip delay (the per-hour mean delay varied between 15 ms and 863 ms for US hosts and between 84 ms and 4000 ms for non-US hosts); (2) there is a large and stable variation in the delay for a single link over the period of a day (maximum daily variation in per-hour mean delay for US hosts was 550 ms and for non-US hosts was 5750 ms); (3) There is a lot of jitter in round-trip delay but in most cases, the jitter is small; (4) there are isolated peaks in delay that appear only for a single time interval; (5) for time windows of one minute or larger, the mode value (with a 10 ms jitter threshold) dominates (in most time windows, 70-90% of the delay values fall within a jitter threshold of the most common value); (6) the moving-window mode changes quite slowly. On the basis of this study, we have concluded that the following metric provides a good characterization of the delay: if a stable mode exists, use the mode, else use the mean.





This work has been been used in our study of network-aware mobile programs (to appear in USENIX'97). A TR decsribing our analysis of the data is ready and will appear on web sites shortly.  


Study of TCP transfer time for 16K messages: 


---------------------------------------------





We conducted a week-long study of network speeds between twenty geographically dispersed hosts on the Internet. We selected sixteen US hosts (east coast, west coast, midwest and south), four European hosts (in Spain, France and Austria) and one host in Brazil. We repeatedly transferred a 16K message between host-pairs and used return trip time to compute an estimate of the network bandwidth.  We collected information for every host-pair over two days. We collected a total of 40 traces. For every trace, we computed three metrics. First, how quickly does the network bandwidth vary. Second, once a change happens, how stable is it?  That is, for how long does the network bandwidth remain or around the new value? Third, when the network bandwidth does change, what is the average magnitude of the change? The first two metrics together indicate how agile any adaptation algorithm must be and the third metric provides an indication of what the win might be if the algorithm is able to adapt to the change (or what the loss might be if it is unable to adapt or chooses not to). 


On studying the network bandwidth traces, we found that there are two kinds of variations: (1) relatively small oscillations around a central value and (2) large changes. To isolate the two, we computed the average "runlength: for each trace. Runlength is the period for which the bandwidth remains within a limited range around a central value. For a 15% jitter threshold, the average runlength over all our traces was approximately 30 seconds. The average magnitude of a large change was 21KB/s. 


We realize that this is a very limited sample of the behavior of wide-area networks. We are currently in the process of trying to acquire more data as well further analyze the data that we already have. The traces collected in this study are currently being used to drive our experiments on bandwidth-aware multi-site data combination. We plan to describe our analysis in a TR that will appear in the late-January/early-February time-frame.  








