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Professor Fox and I met for about an hour at the User’s Group Conference to discuss several points related to my research.  Now that I have done some initial studies as a foundation, the work has broken itself into a clear hierarchy of areas.  First, the broad areas of switching functions and cost functions minimized by them.  Switching functions are in empirical and analytical flavors; for the empirical methods, there is first benchmarking and then model construction.  For the analytical methods there is first selection of an appropriate model and then performance estimation.  In both cases the general methodologies explored will be verified against specific example methods.  The example methods proposed are matrix multiplication and LU factorization.

There were two fundamentally important points raised during this discussion.

1. Professor Fox pointed out something that had not occurred to me before this discussion which turns out to be a severe limitation in my approach to benchmarking.  As you will recall, the benchmarking process is critical to the success of the empirical methods for building switching functions, since these methods require a database from which to build their models.  All of my initial experiments focused on matrix multiplication with four dimensions (the matrix dimensions m, n, and k, and the number of processors).  A reasonable approach for developing a sampling scheme in this many dimensions is to use what amounts to a rectilinear grid to sample the performance function.  My early work pointed out the need for some type of adaptation to increase the amount of information around algorithm transitions, which points along the mesh adaptation paths pioneered in CFS (for example, CFD).  This whole approach is fine for low-dimensional problems, but will become problematic for algorithms whose performance is a function of many parameters, say more than three or four (n5 points is many more than n3 points).  Thus, this approach does not appear to have much generality.  It is even insufficient for matrix multiplication when the full complement of relevant parameters are considered.  

Professor Fox suggested that rather than starting at grid-based sampling and working out, I start with an approach more tuned to handling high dimensional parameter spaces.  He suggested Monte Carlo methods as a starting place (with the adaptation analog, importance sampling).  He also pointed out that this problem has probably been addressed before in fields such as image processing where neural networks determine the existence of “interesting” features in reconnaissance images.  There is also probably relevant work in optimization and other fields.  Thus, a search for relevant analogs in the literature is warranted.

This approach is likely to produce non-optimal results on lower dimensional problems, for example my initial matrix multiplication study.  This is because in low dimensions stochastic techniques are rarely desired over direct solution.  However, Professor Fox made the point that taking this approach would result in a sampling methodology that is applicable in the general sense, and thus ultimately more desirable in a Ph.D. program.  This should sound a familiar chord with those present at my dissertation presentation.  This path seems a wiser course, and is the way I intend to explore.

2. The second important topic also affects the generality of my research.  Professor Fox is concerned that my example methods are so well understood that they are influencing my choice of solution.  I know with these methods which parameters are likely to be important, and can thus select the axes on which to sample the performance function with the benchmarking techniques discussed in point 1.  However, the information I gain from this exercise may (is probably) only helpful to matrix polyalgorithm methods.  What would be more desirable is a methodology that includes a mechanism for determining which of the many possible parameters that influence performance are important for any ill-understood algorithm.  Thus, the research becomes a general contribution with techniques applicable in the general sense (at the possible expense of lower-performance in any specific case).  

In order to accomplish this Professor Fox has recommended that I seek out a new problem for which the relevant parameters are unknown to me, and use that to drive the development of my methodologies.  This could be accomplished by transforming the variables in my matrix methods  such that I don’t understand which variables are important.  This approach is artificial.  I would prefer instead to find a problem relevant to WES on which I can test my approach.  The problem can be anything, so long as there is a polyalgorithm nature to it.  That is, there should be some aspect of the problem for which the most desirable solution varies over some set of characteristics.  For example, one can imagine a CFD problem with three solvers that are each “best” in varying situations depending upon the angle of attack, Reynolds number, mach number, accuracy, etc.  But I would not know anything about which parameters are most important or what they effect.   Then my techniques, developed for matrix methods, should also provide a road map for someone wanting to develop an adaptive algorithm for that problem as well.  In terms of practical considerations, I would prefer a parallel problem that runs quickly so I don’t spend all my time just assembling the benchmark data.  I would appreciate any suggestions you may have for candidate problems.

I am excited by this discussion, particularly because it direct addresses making a general contribution in very concrete ways – I’m looking forward to your thoughts.
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