NPAC’s activities fit quite well into the road map and in our 99 activities, we built a prototype portal for nanomaterials illustrating some of the features highlighted in the common portal architecture roadmap and consistent with grid architecture roadmap. We can classify Alliance portal technology into the following areas

1. Execution model including back-end systems. NPAC assumes that Globus is interface to this and we do not contribute to this critical area.

2. Basic multi-tier architecture. Here we have pioneered a three-tier model with client, server/broker and back-end layers. In 99, we re-implemented our middle tier using CORBA rather than the custom Java servers used in our initial system demonstrated at SC98. We believe that our experience in integrating Web, Java and CORBA systems will be helpful to the Alliance. We can also either use commercial or our elegant JWORB server supporting Web/XML, COM, CORBA and Java object models. We have linked our systems to Alliance security models. Here we also developed new interfaces for our own system and help start the DATORR process to define community consensus for both client-middle tier and middle tier-client interfaces.

3. Core services of such an architecture include seamless access from the client to backend resources and (XML) standards allowing backend systems to display their status. We have developed this capability around WebFlow for the DoD Gateway project.

4. Metacomputing Services. In our Alliance work, we have not addressed this but we did develop a prototype metacomputing system with all the management services implemented on the middle tier. We believe that DMSO’s HLA/RTI framework is an interesting approach to this where we can exploit our object Web based RTI (basically an event based messaging system) built around JWORB servers.

5. Collaboration or access grid we cover separately in our team C submission.

6. Visualization. Here we do not work directly but we collaborate with Dr. Polly Baker from NCSA in analyzing WebFlow and general multi-tier portals to understand how to set up visualization services. This is part of the DoD Gateway project.

7. General registration and discovery services for software, data and computing resources. XML and Jini are interesting technologies where NPAC works on related projects.

8. Programming models where NPAC has developed WebFlow, which offers client and middle tier support for dataflow and a more object composition coarse grain programming environment.

9. Computational steering where NPAC originally developed a Java server based rapid prototyping system DARP.

10. Information services which are in fact critical in both management Intranets, EOT and in information components of a science portal. This includes information discovery, XML standards for scientific discourse, glossaries etc.

11. Special features of a given application portal.  For instance in our nanomaterials work we supported file manipulation and a particular visualization engine Cerius.

In our activity in 00, we propose to work within the emerging Alliance CPA in areas 2, 3, 8 and 11, modifying our current system to support Alliance standards. We will do this both for our original nanomaterials portal and the lead AT team chosen by the Alliance – probably chemical engineering. This should lead to operational 3 tier portals in two application areas supporting dataflow and a general object based programming model. We will make this available with both a JWORB and commercial CORBA middle tier infrastructure. We will also continue the standards activity started in DATORR and contribute our DoD funded work (item 5) on standardizing visualization implementations in a multi tier architecture.. We anticipate a substantial planning activity in all areas mentioned above and we will participate in most areas as we have quite a bit of relevant experience.

Opportunities

Referring to the 11 areas listed in basic 00 plan, we can identify the following targets of

a) Opportunity

b) XML standards for scientific information (item 10 in 00 plan) and implementation of a “lab book page” using our Java whiteboard which can display this as well as offering general drawing tools.

c) Computational steering support as in item 9.

d) JWORB and RTI based middle tier environment supporting selected scheduling tools and fault tolerance.

