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BUILDING THE GRID ROADMAP

GOAL:  The primary goal of the grid imperative is to provide the services necessary to prototype a seamless, integrated environment consisting of computational and collaborative resources forming a National Technology Grid.  This environment must seamlessly integrate the Alliance hardware, software, data and people and allow for extensions to other grids beyond the Alliance.  Further, the environment must allow for additions of new technology directions such as the move towards distributed shared memory and the clustering of desktop systems.

The roadmap given below focuses on the services necessary to build the Alliance Grid, which can be decomposed into two types of grids:

· ACCESS GRID: Focuses on the underlying infrastructure which enables the collaboration tools and environments that are needed for distributed group interaction.  Access Grid goes beyond desktop collaboration tools to take advantage of the high-bandwidth networks, large-format displays, and integrated communications to enable groups to work together in group oriented spaces. 

· COMPUTATIONAL GRID: Focuses on the underlying infrastructure that enables large-scale computations requiring the grid and/or remote date access.    This infrastructure must coordinate the compute and data resources such that the environment appears to the user as if all the resources were in the same machine room, for which mass storage resources are easily accessible from the computing resources.  This grid type is often referred to as the Virtual Machine Room; the term Computational Grid is used for consistency with the term Access Grid.

The services are described in terms of four major categories.  Each category can be broken down further into detailed services, such as security, authentication, etc.  The four categories are:

· access services & technology:  focuses on the technology, services and service interfaces, beyond the grid service, necessary for the Access Grid.

· computational services:  focuses on the infrastructure, services and service interfaces, beyond the grid services, necessary  for the Computational Grid. 

· grid services:  focuses on the common services and service interfaces,  available on the sites that comprise the Alliance Grid, that are necessary to make the grid an integrated, secure resource.

· grid fabric:  focuses on the resource-dependent mechanisms required for the grid services.

Some areas, such as schedulers, is considered part of both grid services and grid fabric.  The roadmap also includes a category on performance because of the need to have performance feedback on the services to aid in identifying and eliminating performance bottlenecks.

The relationships between the four major service categories are represented in the figure below.  The grid fabric is closely coupled with the grid hardware infrastructure.  The grid services use the mechanisms provided with the grid fabric to provide a set of common services and service interfaces.  The computational services and collaborative technology and services extend beyond the grid services to provide the necessary infrastructure for the computational grid and access grid, respectively.   The two grid types, for which overlap may exist, provide the necessary infrastructure for the scientific portals and workbenches, which serve as the interface for users of the grid.

The roadmap identifies the stable functions for each fiscal year, starting with FY98, the inception of the PACI program.




Areas
FY98
FY99
FY00
FY01
FY02
Beyond

Access Services & Technology
Immersive visualization &  limited steering of apps. using CAVEs, Idesks & PowerWalls with limited collabs
Extend collaboration technology to at least 3 groups & access to recorded sessions 
Combine remote virtual collaboration with 5 groups and the ability to navigate through multi-resolution datasets
Real-time steering of complex, large-scale, multi-discipline apps. (requires capability computing)
Have an integrated (telecon, apps. vis., presentation material) collaborative environment among many groups, 8-10
Extend the integrated env, to those beyond the alliance grid, including remote instruments 

Computational Services
Instrumented various I/O libraries for I/O characterization
Develop I/O libraries for linux supercluster; multilevel I/O characterization;  adaptive striping ;static partitioning of data for the grid
Provide I/O system for an linux supercluster
Uniform data access scheme for different I/O systems; limited dynamic part.; 
Use of metadata to access files; extensive dynamic partitioning methods; real time adaptive control of I/O 
Seamless access to I/O with performance hints

Grid Services (resource independent) 
Initial common framework of very basic services via the installation of Globus & Condor 
Integrated scheduler (manual scheduling still required in some instances) with web interface; Alliance PKI available to ACRs; automate alloc. request process & account manage.
Secure, single sign-on capabilities to all ACRs;

Information service for resource discovery & characterization
Extend authentication to all Alliance sites
Automated scheduler (requiring no manual components) for capability, event, capacity and throughput scheduling 
Consistent, secure filesystem; advanced scheduler with reservations & responds to faults and dynamic system loads

Grid Fabric (resource dependent)
Adaptive CPU scheduling & support for basic transport protocols (ftp, x-gass)
Integrate QoS into communication mechanisms; initial work on a unified  authen. scheme
Provide API for users to specify QoS requirements; develop method to increase author. control choice
Provide QoS guarantees for networks and compute nodes; support for file encryption

Allow secure access to sites beyond the Alliance (IPG, NPACI, …)









Performance Analysis
Analyze applications  (perf & data) executed on single machines using conventional display methods
Allow for real-time display in a virtual env. of application and network  performance
Analyze applications on a heterogeneous collection of machines 
Have performance analysis down to the level of the grid fabric for which the level is tunable
Have a performance environment  that provides feedback to the various grid components for "adaptation"
Have performance prediction down to the level of grid components

CAPABILITIES DESCRIPTION

The capabilities described below identify the availability of services for the Alliance Grid.   During FY99 the focus is on having in place the Alpha Alliance Grid, consisting of the compute resources at NCSA, ANL and IU.  During the remain years the Alpha Grid will be extended to the ACRs, CIC, SURA, EPSCoR and all the Alliance sites; this extended grid will be know as the Beta Grid.  The Alpha Grid will be used as the research testbed for the evaluation of various services.   Once evaluated, the services will be deployed on the Beta Grid.  

FY98:  At the end of FY98:

· Focused on the initial infrastructure for the Alliance grid to build up the installation of VR technology, deploying common software across the sites

· Temporary, 2-3 site grids were used for many Alliance '98 and SC98 demos, with the goal of identifying the requirements for persistent grids

FY99:  At the end of FY99:

· Set up the Alpha Alliance Grid between NCSA, ANL and IU, interconnected with vBNS, IT2 Abilene and STAR TAP (OC-12 networks) with a manual scheduler, collaborations using VR technology and access to recorded sessions

· The alpha grid is the computer research testbed for evaluation of the following services:  QoS, authentication, scheduler, partitioners, I/O, performance, APIs, accounts,  remote steering, collaborations

· Define Alliance distributed data grid layers

· Initiate extending the alpha grid to the PACS using vBNS, I2 Abilene and STAR TAP to form the Virtual Machine Room and the beta grid

FY00:  At the end of FY00:

· The beta grid will have the following services: an API to specify QoS and some initial QoS guarantees for networks, collaborations from high-end and desktop environments, I/O with NT supercluster, secure multi-way login to the various sites

· The alpha grid is the computer research testbed for evaluation of the following services: security, QoS, I/O, collaborative technology, schedulers

· The networks used with the alpha grid will be upgraded to use WDM over fiber (OC-768)

· Extend the beta grid to CIC, SURA, and EPSCoR partner sites interconnected with fiber allowing for very high bandwidth

FY01:  At the end of FY01:
· The extended beta grid will have the following services: QoS guarantees for networks and compute capabilities, secure single sigh-on, uniform data access to different I/O systems, dynamic partitioning

· Again the alpha grid is the computer research testbed for evaluation of the following services:  security, I/O, schedulers, partitioners, QoS, collaborative technology 

· Extend the beta grid to all Alliance sites to form the Alliance Grid
FY02:  At the end of FY02:

· The Alliance Grid will have the following services:  integrated collaborative environment allowing for real-time steering of complex, multi-disciplinary apps, collaborations among 6-7 groups, access to I/O using metadata, partitioning methods that respond to dynamic apps & system loads, secure single sign-on capability, automated scheduler and performance feedback to the various grid component.
· The Alliance grid is used to push forward on extending the grid beyond the Alliance to include NPACI, IPG,DISCOM, and other national and international grids, for which the common services may be different and/or different implementations of the common services.
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Denote layers presented in this roadmap
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