and universal-interface (NeatTools/TNG[serial interface box]/sensor/transducer)

Product:

Courseware modules live in a shareable object space.  To make them

accessible to people with disabilities, they need certain minimum

information content (redundancy).  To make them easy to share at commodity

prices, we layer the object spaces as much as possible on current Web data

formats and the emerging Document Object Model interoperation norm of the

W3C.  Syracuse has developed Tango Interactive which is a great place to

start in developing an accessible distance collaboration method of operation.

The key to having recombinant modules is that the modules have a strong

enough external view or summary knowledge factor so that planning can be

done which integrates modules with both coverage of the desired

instructional domain and continuity in terms of meeting prerequisites for

each transaction [or block episode].  I am making up nomenclature.  You can

fill in the professional nomenclature in EduSpeak.  But it takes a long

time to write a short letter.  Our project aims for infrastructure which

supports a continuous improvement cycle, with your work being the key

existing knowledge in terms of how to do the "determine corrective

feedback" or "review the game films" phase.

Anchors for this project.

Knowledge. 

The focus of this project is the process by which knowledge evolves as a

topic (unit knowledge domain) flows through a life cycle from research to

teaching to textbook and heap of recombinant courseware modules.

Each of these stages requires a higher grade of knowledge.  The

articulation of what it takes to comprehend the domain is progressively

more thorough and expressed in more widely accessible terms as the domain

migrates down this path.  We provide support for the continuous upgrading

of retained knowledge as a byproduct of transmitting the knowledge.  While

the fruits of this research are applicable across the whole life-cycle, we

will initially concentrate on the teaching of topics for which there are no

established texts, the area where TangoInteractive has broadest

applicability today and grow the capability from there.

Access for People with Disabilities.

This project will deliver an upgrade to TangoInteractive which makes it

easier for blind students to participate and blind teachers to lead

learning activities mediated by this collaboration environment.

We will add to TangoInteractive some automated support for an "orientation

view" (who's there, what's happening) comparable to the role of the "table

of navigation" in the DAISY/NISO digital talking book.  This is the missing

information for blind usability, replacing the visual maintenance of

orientation via the shared GUI panels.  The latter is a good example of a

bottom-up definition of an accessible knowledge corpus.  There was enough

participation from blind people and people expert in serving the blind so

that it works.  We should not re-invent this.  Articulating the

relationships among the discourse fragments provides a higher level of

knowledge consolidation and makes the course experience more ready to

re-use and re-combine.

PowerPoint.  This is what teachers know and do.  Need to maintain/extend

the ability to capture defacto courseware from this form to a better

articulated knowledge rep.  The courseware tools have the capability to

capture low-articulation-of-cognitive-structure course resources from this

popular tool.  This is in TangoInteractive already.  [get Adobe to

contribute a PDF fork in parallel to the PowerPoint fork.]  [Add SVG

support in this pass or later?  Emerging XML-based representation for

screen graphics -- OO friendly.][Later add a feedback loop from

learning-disabled users (non-readers) to improve the graphic communication

of the orientation information.]

Feedback.

We will develop a kit for non-invasively capturing and expeditiously

reviewing all the real-time discourse during the application of the

instructional resources.  It is well known [c.f. the general accessibility

of information in Usenet FAQ documents] that questions people actually ask

before they know are the key to making knowledge accessible.

What to do with the log of data is where the NISE expertise comes in.

Anchors for this project.

Knowledge. 

The focus of this project is the process by which knowledge evolves as a

topic (unit knowledge domain) flows through a life cycle from research to

teaching to textbook and heap of recombinant courseware modules.

Each of these stages requires a higher grade of knowledge.  The

articulation of what it takes to comprehend the domain is progressively

more thorough and expressed in more widely accessible terms as the domain

migrates down this path.  We provide support for the continuous upgrading

of retained knowledge as a byproduct of transmitting the knowledge.  While

the fruits of this research are applicable across the whole life-cycle, we

will initially concentrate on the teaching of topics for which there are no

established texts, the area where TangoInteractive has broadest

applicability today and grow the capability from there.

Access for People with Disabilities.

This project will deliver an upgrade to TangoInteractive which makes it

easier for blind students to participate and blind teachers to lead

learning activities mediated by this collaboration environment.

We will add to TangoInteractive some automated support for an "orientation

view" (who's there, what's happening) comparable to the role of the "table

of navigation" in the DAISY/NISO digital talking book.  This is the missing

information for blind usability, replacing the visual maintenance of

orientation via the shared GUI panels.  The latter is a good example of a

bottom-up definition of an accessible knowledge corpus.  There was enough

participation from blind people and people expert in serving the blind so

that it works.  We should not re-invent this.  Articulating the

relationships among the discourse fragments provides a higher level of

knowledge consolidation and makes the course experience more ready to

re-use and re-combine.

PowerPoint.  This is what teachers know and do.  Need to maintain/extend

the ability to capture defacto courseware from this form to a better

articulated knowledge rep.  The courseware tools have the capability to

capture low-articulation-of-cognitive-structure course resources from this

popular tool.  This is in TangoInteractive already.  [get Adobe to

contribute a PDF fork in parallel to the PowerPoint fork.]  [Add SVG

support in this pass or later?  Emerging XML-based representation for

screen graphics -- OO friendly.][Later add a feedback loop from

learning-disabled users (non-readers) to improve the graphic communication

of the orientation information.]

Feedback.

We will develop a kit for non-invasively capturing and expeditiously

reviewing all the real-time discourse during the application of the

instructional resources.  It is well known [c.f. the general accessibility

of information in Usenet FAQ documents] that questions people actually ask

before they know are the key to making knowledge accessible.

The representative core technologies on this project include TangoInteractive and  NeatTools/TNG/devices (see below). Both systems are, in general, highly modular and adaptable, and can work very well together. An early technical objective will be to integrate Tango and NeatTools and then do preliminary multimodal testing of the emerging CDAKN. 

We will leverage the new NEC Foundation grant (Syracuse) to include students with disabilities in Syracuse, Washington DC, Minneapolis, Seattle (DO-IT), Madison (Trace), and Boston (CAST; www.cast.org; consultant here). Further, we will adapt interactive Java-based science education modules (see URLs above; some already in Tango) from two NSF-funded grants at Syracuse to become CDA. These are associated with Science for the 21st Century course offered by the Syracuse Physics Department. Meanwhile, the Trace Center will address the issues that arise in creating CDA multimedia interactive environments. Catholic University will co-develop interface technology with Syracuse team, and will develop assessment ‘instruments’ for formative evaluation. CAST (Boston) and DO-IT (U Washington) will begin testing by diverse users. Besides its core role in the CDAKN, Tango will be used for project communication, design, and bootstrapping/optimization of CDAKN. We will also set up representative CDA distance-learning courses (or, at least, exemplary class sessions, such as seminars) in SMET fields. 

The research emphasis throughout the project will be based on hypotheses concerning CDA, KN (functionality, effectiveness, usability) and formative evaluation with consequent refinement. For example, can users who are abled, blind, deaf, or quadriplegic access the CDAKN and keep up with one another in interactive sessions? We will identify problems and take corrective design actions in an iterative fashion. The project will include quantitative performance assessment in Tango and in NeatTools interface programs (event tracking, database recording, data analysis). In this way we can strive toward developing a CDA-multimedia-interactive KN. In this proposal, we will focus on universal access issues connected to the control and display of the complex information within a page, which is described by Component_DOM. We will start with activities built around the existing proposed W3C DOM. However the latter clearly can be improved for universal access and in the last two years of this project, we intend to design and test more advanced document object models.

The key issues around this involve the ability to have these common web

technologies work across disabilities particularly in an interactive

environment.  I see this as breaking into three parts:

1.      Are the "documents" themselves flex-modal.  That is:

A.      Can they be viewed visually or auditorially and have all of the

information presented?

B.      Can all of the manipulations necessary be done via text commands (i.e.,

from the keyboard-which would also make them operable by voice).

2.      Are the players that are used to present the information cross-disability

accessible?

A.      Can they be controlled via text (i.e., from the keyboard)?

B.      Do they have a way of visually representing any captions, etc. (which are

built into the material to accompany any auditory presentation)?

AND Do they provide self-voicing for those who cannot see (best) and are

they compatible with screen reading technologies so that they can be read if

viewed on a platform that has screen readers?

3.      Are the interaction channels cross-disability accessible?

In distance education and collaborative environments there usually are audio

and visual channels that allow direct communication and interaction between

the parties.

A.      Is there provision for all of the audio channels to be translated into

visual form?

*       Translate speech to text

*       Identify speakers

*       Preferably support translation of multiple people speaking at the same

time by having multiple text blocks appearing on the screen.

*       Other non-speech sounds also translated and presented.

B.      Visual information is described and if possible and appropriate presented

tactilely.

This would be my first pass at what is required.  As for the particular

grant, I would say that we define the general scope and then try to identify

those measures that we think are feasible that we are going to explore and

test for effectiveness.  We could also include the ability to see if simply

strategies could be employed which would allow these types of interactions

to proceed until such time as we have the advanced technologies to do some

of these things.

For example, it seems to me that it might be useful if there were three or

four common signals that could be given by a participant which would

somewhat unobtrusively remind people to speak in cross-modal fashion.  For

example, there might be a button which would pop up a warning tone and

message for the following situations:

*       Please speak one at a time.

*       Please verbally describe (shorthand for please describe what you are

drawing/pointing at/showing).

*       An electronic "hand is up" for individuals who are deaf who have

difficulty jumping into a conversation (since they cannot tell when there is

a break or a pause since their translation usually lags by several seconds).

Individuals who are blind have a similar problem knowing when they have been

seen and can put their hand down.  An electronic mechanism for getting in

line to speak would help everyone in this regard.

These are just my preliminary thoughts.  I've carbon copied a number of my

team who are working on different aspects of this issue.  They may send me

additional thoughts that I will add to this and re-forward to you.


































