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Introduction

This document summarizes findings from a survey of current image organization, storage, and retrieval applications.  The scope of this survey included both applications that work only with still images and software targeted towards use with multimedia objects (i.e., video and audio and well as still imagery).  The objective of this study is to gather background information that will be used as input to the requirements for the Electronic Shoebox application.  Applications included in this analysis include both commercially available projects, Kodak products currently in the process of commercialization, and current research projects being carried out both inside and outside of Kodak.  

The focus of this survey is on the end-user experience and the system model that is exposed to the user through the user interface.  Parallel work is being done on examining the underlying technologies.  Technology and system architecture is only presented to illustrate how different applications approach the problems of storage, indexing, and retrieval.  The specifics of this technology are less important than the implications for end-user experience.

This study is organized into two parts:

· Part 1: Application Benchmarking Survey considers the functions and capabilities of this class of applications.  Systems are categories around key functional attributes in order to help differentiate between current commercial state of the art and advanced systems that are being developed out of both university and commercial research initiatives.
· Part 2: User Needs Analysis looks at Voice of the Customer that has been collected from multiple sources around the image storage and retrieval problem.  The results of these studies are compared and contrasted with an eye toward identifying disconnects between currently available technology and user needs.
A brief description of all applications included in this survey can be found in Appendix A.

Part 1:
Application Benchmarking Survey

There is a wide scope of application software that is currently available for organizing and storing of images.  For purposes of this study, we are concerned with how these systems are portrayed to the user.  Three categories are proposed: albuming, cataloging, and storytelling applications.  While it is very possible for these applications to share the same underlying architecture, I propose that the usage model for these applications is distinct in the way they enable the user to organize and re-purpose their images.

Albuming  Applications
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At the "low end" we find albuming applications. These applications allow users to define custom albums and sort their pictures into these albums.  They may contain simple keyword search capability, however the users ability to find content is largely dependent on their comprehension of the album structure.  A visual browser is almost always included to allow users to quickly browse thumbnails in search of the desired image.  A number of the most popular current consumer level organization and retrieval products are built around this model.

Albuming applications can be expected to work quite well for users with small collections of images.  As the number of images increases, it will become more difficult for users to structure the problem in a way that allows them to easily find a single image from a multitude of albums.

The figure represents a typical Albuming application as it might appear to a user.  The user can create albums, each of which contain images.  Annotation keywords and sound can be attached to images, but fundamentally the way images are organized differs little from how people are likely to think of organizing content in a physical photo album.  In this model the bowser interface is critical since users will typically rely on visual browsing to find what they're looking for.  A search tool may be included, but this is most likely a simple form of searching that is not intended to work efficiently with large repositories of images.

Cataloging Applications

Cataloging applications are a step more sophisticated than simple albuming software.  They will maintain a database (the catalog) that contains keywords, descriptive information (i.e., annotations), and possible image meta-data.  They will contain a search engine to find and retrieve images from the catalog. The specific feature/function set is likely to be driven by target market.  Not surprisingly, applications targeted at the commercial user include more sophisticated functionality for archiving, search and retrieval, and security.  

Cataloging applications are designed around a Library as opposed to an Album metaphor.  Content may exist anywhere within the library.  In this case, the actual image content can be stored either locally or remotely and in either online or offline storage.  The catalog knows the physical location of all content and indexes each object to allow the user to efficiently find what they are looking for.  Meta-data or data that describes the content, may be stored in the index to allow faster searching.  Only when the user actually requests the content is it necessary for the system to actually retrieve content from the repository

Note that both content based and keyword based search and retrieval applications operate according to this fundamental model.  Content based systems are capable of analyzing the content during the indexing process and storing a more sophisticated form of meta-data than keyword-only systems.

Storytelling Applications

Currently, there is not a well defined model of what a Storytelling application is.  Much of the current work around digital storytelling involves the re-use of video content.  However, it can be argued that many of the principles demonstrated by these systems is directly applicable to still images that have been somehow annotated.  What is clear is that these systems present the user with a third, and distinctly different, model for storing and recalling personal memories.  Where cataloging applications are designed to fundamentally make it quick and easy for users to find what they're looking for (why they are looking for it is of less importance), a storytelling application considers any piece of indexed content as a piece of something larger, i.e., the "story."  In this sense the story can be thought of as a meta-object with links to discrete elements of multimedia content (Tiongson refers to these as story "granules"
)  Therefore a possible working definition for a Storytelling application is one where the user can create and save a number of stories each of which is made up by sequencing a set of multimedia content.

The illustration shows how the structure of such a system may appear to the user.  Stories are created by sequencing multimedia content that has been stored in the repository (i.e., the Shoebox).  Each story then is a meta object that is created from a series of still images, video clips, and/or text or sound annotations (the narration).  Stories themselves can be indexed according to general attributes like "who, what, when, and where."  These attributes would help convey meaning to the story.  A shared repository of such stories can be a powerful tool for communication between distributed networks of families and friends.

Commercial applications of the type described above do not currently exist in today's marketplace.  Besides the obvious technological complexities of such a system, digital storytelling is currently outside the scope of most consumer's model for image utilization.  While this is largely undefined territory, digital storytelling presents a tremendous opportunity for Kodak to define a new form of media around personal memories captured in a variety of multimedia formats.  Most current interest and research comes from the perspective of home video and a cinematic paradigm.  Of special interest to Kodak, however, should be the emergence of genealogy services and applications that help people to tell their family story by building a multimedia presentation using old family photos and legacy content as a focal point.  These products vary from simple albuming applications to "we do it for you" services that take raw content and return a finished story in the form of a multimedia CD-ROM.  Commercial research laboratories like Interval Technologies of Palo Alto, CA are investigating new media systems for the home market on the assumption that there would be a significant market for "garage cinema" if the necessary technology could be cheap and easy to use. 

Current Applications

The table below shows current examples of image and multimedia organizing applications and research projects.  Currently available commercial products are shown in italics.  See Appendix A for a brief description of these projects and applications.

Albuming Applications
Cataloging Applications
Storytelling Applications

Kodak Picture Easy
LivingAlbum 
Microsoft Picture-It 99
PhotoRecall
Luminae Family Base

Canto Cumulus
Kodak Picture CD
Portfolio 4.0
ImageAXSPro
ARIEL (PictureQuest)

IBM QBIC
Columbia/ADVENT-WebSEEK
MIT Photobook
Digital Treasures Memory CD

MIT Active Stories
Media Streams
CMU Embedded Multimedia Knowledge

Features and Functions

The following is a deeper analysis of key features and functions associated with this class of applications.  A baseline set of features has been defined to include: annotation, indexing, search and retrieval, storage, and user interaction techniques.  These are seen as core features for any image organizing application.  Related functionality like acquiring image content and methods for playing, browsing, or sharing content are also seen as important but peripheral to this core capability.  As we progress through the Shoebox project, considering alternatives for this peripheral functionality will become important for designing an overall system solution.

Annotation

Annotation is the ability to add information to an image after it has been acquired into the system.  This may be descriptive or commentary that will be useful at a later date.  Annotations can take the form of text, audio, or other data types.  They may or may not be searchable.  Annotation is a critical aspect of the organizing problem since the annotations are what typically hold meaning.

Allowing for full text searching of annotations should be considered standard technology at this point.  A more important question is how users are allowed to enter annotations. There is currently a move to utilize continuous speech recognition technology to allow users to record spoken annotations.  It is hoped that this will provide a more natural mode of interaction and help to get past some of the user barriers present in text-only annotation systems.  The research currently taking place at SUNY Buffalo, by the Kodak Human Factors Lab, and by the ARIEL project are interesting examples.

Ultimately a system that truly supports the sharing of images and other content between multiple users should allow for several comments or annotations to be recorded against a single piece of content.

Current image storage and retrieval applications can roughly be classified as follows regarding their annotation capabilities.  For a radically different approach to the annotation problem, also see Marc Davis' work on Media Streams which proposes an iconic language for annotation.

Text and/or audio annotation, not searchable.
Fully searchable text annotation
Continuous speech to text annotation (resulting text is searchable)

Kodak Picture Easy
LivingAlbum
Canto Cumulus
Kodak Picture CD
Microsoft Picture-It 99
Portfolio 4.0
PhotoRecall
ImageAXSPro
Portfolio 4.0
PhotoRecall
Kodak Tag N' Go Seek
SUNY Buffalo Imaginations
ARIEL (PNI)

Indexing

Indexing, as defined here, is the capability to catalog an image using data that is either extracted from the image file or is entered manually by users.  The indexing data may include some combination of keywords, meta-data, and user defined data that is expected to be searchable by the application's search engine.

Most commercial products on the market today require the user to index images manually by defining keywords.  The requirement to define a set of keywords that works well across a set of content may present an obstacle for some users of this software.  Digital images that were created from advanced formats like APS film or are acquired from Picture CD will include meta-data that can be read and indexed automatically (the Kodak "Golden Thread" approach).  This meta-data is less likely to exist for legacy content like old family photos, requiring indexing information to be entered manually.

Recent research on content analysis algorithms hold promise for being able to create indexing information, or simply group content, by using scene analysis techniques.

Applications that support indexing can roughly be grouped as follows:

Keyword only
Keyword and meta-data
Content based indexing systems

PhotoRecall
ImageAXS
Canto Cumulus
Microsoft Picture-It 99
Luminae Family Base
Portfolio 4.0
Kodak Picture CD
IBM QBIC
Columbia/ADVENT WebSEEK
MIT Photobook

Search and Retrieval

Search and retrieval is central to any database application.  Functionality offered by different applications varies significantly according to the way that users are allowed to construct a search, the ability of the search engine to deal with "fuzzy" data, and the easy with which they are able to refine a search to yield the desired result.

This is critical functionality that will have a great bearing on the performance of the storage system.  Performance benchmarking various search techniques is beyond the scope of this report, but may be considered as a useful follow up project.  There is also very little data to show where content-based systems using visual search and retrieval techniques actually improve user performance in finding what they're looking for.

For the purposes of this analysis, search and retrieval applications are divided into two broad categories: systems that support only data-driven searching, e.g., systems that search text annotations and keywords, and those that support some combination of data driven and visual searching techniques.  Generally visual searching will only be practical for systems that include some form of content based indexing.  Visual searching allows the user to query the system by example.  In other words, they may produce a known image and ask the system to find others that look like this one.

Data-Driven Search and Retrieval
Data + Visual Search and Retrieval

PhotoRecall
ImageAXS
Portfolio 4.0
Canto Cumulus
Kodak Picture CD
Microsoft Picture-It 9
Luminae Family Base
PictureQuest (ARIEL)
IBM QBIC
Columbia/ADVENT WebSEEK
MIT Photobook

Storage

Here, the main distinction is between simple image cataloging systems that store still images only (with possible audio annotations) and true multimedia storage and retrieval applications.  Note that for our purposes, still image systems include systems that allow the user to attach a text or video annotation to a still image.  True multimedia applications should allow indexing of image, sound, or motion content as independent objects.

Still Image Systems:
Multimedia Systems:

Kodak Picture Easy
Kodak Picture CD
Microsoft Picture-It 99
Living Album
PhotoQuest(ARIEL)

MIT Photobook
SUNY Buffalo Imaginations
Kodak Tag N' Go Seek
ImageAXS
Canto Cumulus 
Luminae Family Base
Digital Treasures Memory CD

IBM QBIC
Columbia/ADVENT WebSEEK
MIT Active Stories
Media Streams
CMU Embedded Media Knowledge

User Interaction Techniques

All current commercial applications rely on standard GUI technology where the user is led through a process of cataloging or retrieving content using relatively standard Windows and Mac conventions.  One application, Living Album, utilizes a Web based interface, however, despite minor differences between desktop and web based user interface design, there is little difference in interaction style between this and desktop applications.  Some systems currently in research are experimenting with speech recognition and intelligent agent technology to enhance the user experience and make it easier to both catalog and retrieve content.  Usually speech and agents are combined with a standard GUI to improve user performance.  However, ongoing research by Extempo Systems, has focused on abandoning the GUI entirely to create an interface for generating meta-data that uses an anthropomorphic agent or "avatar" along with natural language understanding capability in an attempt to create a completely conversational interface.

While a detailed benchmarking of user interface and workflow is beyond the scope of this study, it is worth noting that finding an appropriate user interface solution is critical to penetrating the home consumer market.  A recently completed study performed by the American Institutes for Research on behalf of the Kodak Picture CD team provides some insights on user interface issues related to current commercial software.
  Among the findings of this study was that using familiar user metaphors like "albuming" and providing a flexible interface for browsing and grouping images was important.  Of the products listed here, both PhotoRecall and Portfolio received high grades from users for overall ease of use.

Since nearly all of the applications considered used a standard GUI, there is no value in listing them here.  There were some exceptions where advanced UI technologies were used.  These are listed below.

GUI+Speech:
GUI+Agent:
Avatar:

Kodak Tag N' Go Seek

SUNY Buffalo- Imaginations

ARIEL (PNI)
MIT Photobook

CMU Embedded Media Knowledge

(Also see work by Kevin Brooks, MIT Interactive Cinema Group)
Extempo

(Also see other CMU ETC work)

Part 2:
User Needs Analysis

The functionality available from current applications is considered in terms of baseline user needs with the goal of identifying gaps between needs and the ability of current solutions to meet those needs.  This can be seen as the opportunity space for Electronic Shoebox.  

The results of four separate VOC studies are compared to identify common trends in consumer preferences around image organization. The four studies are:

Grand Odyssey In-Home Interviews.  Published by Grand Odyssey Team, December 1997.  This study was conducted by the Grand Odyssey team to gain a deeper understanding of how people currently organize and re-use their personal images after photofinishing.  Participants were not necessarily digital imaging users.

In-Home Study: How Consumers Name, Organize, and Search Personal Digital Picture.  By  Prasad Prabhu and Michael Venturino, Kodak Human Factors Lab (Final Report pending).  A series of interviews was conducted to understand how current home digital imaging users organize and store their digital images.

Comparative Evaluation of Organizing/Albuming Software.  Usability evaluation conducted by the American Institutes for Research under sponsorship of the Kodak Picture CD project.  During this study, participants were asked to carry out common organize and retrieval tasks using one of two possible groups of currently available, non-Kodak, digital image organizing/albuming applications.  Through a comparative analysis, user preferences around both feature set and user interface were extracted.  Applications tested included:

Group A
Group B

MGI PhotoSuite
PhotoRecall
Microsoft Picture-It
Flip Album

Ixla Explorer
Jasc Media Center
EasyPhoto
Portfolio

Customer Focus Group on Electronic Shoebox.  Focus group being organized by Kodak Systems Concept Group.  Planned to take place in Syracuse, NY on 3/10/99.  Findings will be incorporated at a later date.

For the purpose of this analysis, baseline user needs are drawn from the 1997 Grand Odyssey study.  These include accessibility, protection, annotation, and integration.  Findings from each study are interpreted against these baseline needs to make it easier to compare and contrast the findings from different studies

Accessibility:

· I need to know where my photographs are

· I need to find and share my photographs quickly and easily


Findings:

Grand Odyssey In-Home Interviews
People want to look at their photos right away after processing.  

People who organize their photos today have their own systems that work for them.  

Chronology was the dominant way to think about ordering.

Human Factors In-Home Study
Most consumers organized pictures according to events and differentiated between content that came from different sources (e.g., downloaded pictures vs. digital camera images).  

Consumers had their own systems of organization that made sense to them.  They were not looking for an application to impose a better structure.

People already storing images on their computer relied on services provided by the operating system (e.g., Windows Explorer) to locate a file and open it.  They accomplished this by defining a directory structure that matched their model for organizing their pictures.

To most people, sharing implied passing along a photo via email, CD, or floppy disk.

People want images that they are likely to use most to be available on their hard disk to they can easily email them, etc.

AIR Comparative Study
The album metaphor is the dominant mental model that people have around organizing images.  People naturally created one or more albums within which they would place photos.  The idea of a catalog or database of images was less intuitive.

People want to first view their new pictures, then organize them into albums.  This caused some difficulties using current commercial applications that required the user to first enter a new image into an album before they could view it.

People want a high degree of control over how their images are viewed.  This meant being able to group pictures and drag images around within an album viewer.  A flexible set of sorting options was also seen as useful.

The idea of grouping images according to some user defined criteria was seen as important.  In some cases, users wanted to include the same image in multiple groups.

Two findings stand out as consistent across these studies:

· People who organize their photos today have their own systems and want to migrate their system to the computer when they go digital.  Albuming applications that give them this flexibility meet their needs because they preserve a familiar metaphor.

· Viewing pictures comes before organizing.  The experience of viewing a new set of images is a primary motivator and should be recognized as an important part of the process.

Implications of this are that the Shoebox should give the user ultimate control over how their images are indexed and organized.  Systems that automatically index contetnt may not necessarily be seen as adding value if the model they are working with differs from the user's personal model.  Assistance rather then automation may be appropriate for users who are less inclined to organize on their own.  Also, people are more likely to organize their pictures if this can be done as part of the initial viewing process.  In this way, people will be encouraged to organize when their motivation to do something with their new set of images is at its peak.

Protection:

· I need my photographs to be safe and secure


Findings:

Grand Odyssey In-Home Interviews
Consumers fear technological obsolescence.  They will be reluctant to trust their memories to a technological solution unless they feel assured that content can be read in the future.  (What's the equivalent of a digital negative?)  The good news is that consumers trust Kodak more than anyone else to provide that solution.

Human Factors In-Home Study
People saved the original image and saved edits as a new file.  In this way the original (captured) file served as a digital negative.

People use devices like ZIP cartridges and CD's as archival storage.  They think it's important to have a backup copy.

AIR Comparative Study
This issue was not addressed by AIR study.

Implications are that the Shoebox needs to be an open system (i.e., it utilizes standard media formats and can be accessed by non-Kodak applications).  Users may rightfully mistrust a system that appears too proprietary and may ultimately be based on technology that will quickly become obsolete (people don't want to be stuck with the equivalent of a library of Beta video or 8-Track tapes).  The architecture should also support some form of backup, perhaps as an online service provided by Kodak so the user does not have to be concerned with making their own backups.

Annotation:

· I need my pictures to tell a complete story, even if I am not there to narrate

· I need future generations to know date, time, place, and stories when most people have forgotten


Findings:

Grand Odyssey In-Home Interviews
Photos and stories go together, annotation can be the missing link between a simple collection of images and a story told through pictures.

Use of personal imagery and storytelling are closely linked to genealogy, i.e., the production of family trees.

Sound annotation is seen as a adding value to imagery and helping to build story

There is a big unsatisfied need here.  Many people realize the potential value of annotation, but are reluctant to take the time or find the task overwhelming.

Human Factors In-Home Study
People often want to annotate a group of images that go together (or apply the same annotation to multiple pictures).

Annotation was seen as important for sharing.

Most people agree on a general "when, where, what, and who" structure for annotations.

AIR Comparative Study
Ability to add text descriptions to photos was seen as one of the most important features of the applications evaluated.

The term "annotate" was not a familiar one to some users.

Taken together, these studies highlight the importance of annotation.  It is also clear that current commercial applications have not solved the annotation problem in a way that makes this easy.  Annotation also is clearly one of the missing links between simple albuming and storytelling applications.

Integrating Memory Media:

· I need to combine in one place all the memories currently held in various media technologies (slides, stills, videos, home movies, audio tapes, etc.)


Findings:

Grand Odyssey In-Home Interviews
People don't feel the need to capture everyday events.  They want to record the major events of their lives, particularly the good times.

The public's level of technical sophistication in this area is low.  Therefore, they could be intimidated by an idea that appears to be overly high tech.

Human Factors In-Home Study
Personal images were often combined with graphics and other downloaded content in their picture repository.

AIR Comparative Study
Some participants saw the potential for including legacy content (e.g., old photos and home movie clips) into their digital albums.

Findings do not point to any clear trends.  It would seem that the ability to covert and include legacy content from "analog" media formats like print and video would be important.

Conclusions

From the information presented in this report, it is possible to make several assertions about where image organization and storage applications are heading and propose some follow up work that the Electronic Shoebox team may undertake.  These assertions, in effect, should be seen as a set of hypotheses and questions that need to be validated through further research.

Annotation is critical for imparting imagery with meaning.

Meaning is critical when it comes to personal imagery.  Having a semantic understanding of a particular image is critical to knowing its importance.  What is meaningful for different people is likely to vary.  It would seem far fetched to believe that computer based applications, no matter how sophisticated will ever be able to infer meaning on their own.  This can only come from the user.  

For this reason annotation of a critical function.  The way the most current applications are structured, annotation is the only way for users to impart meaning.  It is also true that today's annotation tools are tedious and therefore most current users will not spend the time to record extensive annotations.  Current research on using speech technology to annotate is interesting because it perhaps leads to a more natural way to annotate and ultimately impart meaning to a set of images.  Further work in this area would be worthwhile, especially in regards to evaluating user experience with a speech driven system.

Need to develop a concept of "Story" that evolves out of albuming.

We need to evolve a definition of storytelling as it relates to the use of personal imagery.  Much of the work in this area focused on cinematic understanding and ways of authoring interactive stories.  This may, however, be another space more appropriate for Kodak.  Philip Tiongson's ActiveStories work is interesting because it proposes a much simpler model for sharing stories that focuses on the idea of "point of view."  One can conceive of a system that allows a group of interconnected users to share the image repository (i.e., the Shoebox) and construct their own versions of stories by piecing together raw content.  They can post their stories allowing others on the network the opportunity to view, comment, or embellish the story.  This much more closely approximates the way people share stories in real life.

It seems that the link to storytelling in this regard is through albuming.  One interesting finding from the Human Factors in-home study was that people often wanted to apply annotations to groups of images taken as a set.  One interpretation of this is that users already think of groups of images as going together based on some story thread.  A system that forces content to be treated only as discrete objects in a database misses the potential for associating images at some meta level that the user can control.  

My hypothesis is that the desire to create albums is really a manifestation of a larger need to tell stories.  This leads to the following questions:

· Is there a middle ground between simple albuming and fully interactive stories that we should be exploring?

· What exactly is the nature of a digital story told though pictures?  Is it like a video or more like a talking photo book?  

· What would motivate the author to create such a story?  What motivates the viewer and how would viewers want to interact with the story (and indirectly with the story's author?

These are questions that would be worthwhile to research further.

Value of Content-Based searching in consumer space in unclear.

It would be a mistake to view content based search and retrieval as the "silver-bullet." The biggest weakness of content based technology for consumer applications is it's inability to infer meaning through an analysis of visual content.  Mostly, we should view this as a supporting technology that could be used as a "back-end" part of a larger application.  My hypothesis is that most users will see searching as a utilitarian aspect of their experience, and more efficient search and retrieval, while welcome, does not serve as a motivator on its own to change their current organizing habits.  

One of the most consistent findings from the VOC work done to date is that people felt very proprietary about their "systems" for organizing images.  Perhaps there is an opportunity to use agent technology as a mediator between the user and the content-based search engine.  The PhotoBook project at the MIT Media Lab proposes such an approach.  

Gathering more user experience data around how content-based applications perform in a consumer context would be useful.  Such a study could be constructed in the short term by using a existing research prototype and constructing a reasonable consume scenario around its use.

In conclusion, I have summarized three research problems that follow from my Application Benchmarking analysis.  I recommend that these be considered and prioritized within the broader objectives of the Electronic Shoebox project and the Grand Odyssey program.  A plan for follow up research should be completed as a result of this.

Appendix A:
Applications Surveyed

ARIEL (PNI)

ARIEL (Archival and Retrieval of Images using English Language) is a technology developed internally by Kodak for using natural language queries to find a set of still images that match the user's stated criteria.  This technology is currently in using through a Web based service called PictureQuest.  PictureQuest is a subscription service targeted towards the commercial graphic arts market or anyone who needs to locate photographs from stock photography databases.  Additional work has been conducted on adding a continuous speech interface, however this aspect of the system is not available commercially.

Canto Cumulus

Commercial software application target at users with large databases of images.  Highly regarded within it's target market.  Fairly standard capabilities for keyword indexing and text annotation of image and other multimedia files.

Columbia ADVENT WebSEEK

Columbia University research project.  Features visual searching and content based indexing of images by spatial characteristics and color.

Extempo

Extempo Systems develops a general class of anthropomorphic agents or avatars that can be integrated with any number of back-end applications.  Extempo's character based interfaces feature limited natural language understanding and allow developers to incorporate true conversational style interfaces into their products.

IBM QBIC

IBM's Query By Image Content application searches a database of images based on attributes like color, texture, shape, etc.  Visual searching techniques are used.

ImageAXS

Commercial desktop software application that indexes and stores multimedia files including still images, sound, and video.  Supports standard keyword indexing and text annotation.

Kodak Picture CD

Indexing utility that will ship with Kodak Picture CD. Will allow users to create a catalog of Picture CD images that may cross multiple CD's.  Catalog will only index content stored on Kodak Picture CD.  Will automatically use meta-data to build index and allow user to add additional descriptive information and keywords through text entry.

Kodak Picture Easy

Kodak Picture Easy is an application that allows users to easily acquire digital photos from devices like digital cameras and scanners and share them by mailing and printing.  It includes limited image editing capability and allows users to organize digital pictures by creating albums which reside on the user's hard disk.

Kodak Tag N' Go Seek

Research application being built by Kodak Human Factors Lab to explore methods for annotation and organization of personal photos.  Features continuous speech recognition to capture user annotations.

LivingAlbum

Online subscription service that allows users to build customized albums from their personal photos.  Emphasis on creative album page layouts and sharing through web publication.  Does not support indexing or search and retrieval.

Microsoft Picture-It 99

A leading consumer photo editing and photo-creative application.  Current release introduces a cataloging application that helps users organize there pictures into custom albums.  Standard keyword indexing and text annotation capabilities.

MIT Photobook

Content based image search and retrieval application.  Features intelligent agent called "FourEyes" that assists user in selecting right model for characterizing images based on what they're looking for.  Employs a "learning by example" technique based on user labeling parts of a known image.

PhotoRecall

Commercial desktop software targeted at the consumer market.  Allows user pictures to be organized into albums which can be searched by keyword or browsed visually.

Portfolio 4.0

Commercial image cataloging application targeted at the professional market.  Well integrated with Adobe applications like Photoshop and Pagemaker to automatically extract captioning and keyword information entered in these applications to generate an index record.

SUNY Buffalo Imaginations

Research project targeted at indexing, search, and retrieval of consumer images.  Exploring advanced technologies including content based search and retrieval and speech annotation.  Perhaps the most interesting aspect of this project is th use of continuos speech recognition technology to create indexing information from spoken language.

MIT Active Stories

ActiveStories is a thesis project carried out by Philip Tiongson of the Interactive Cinema group.  This work is of interest because it provides a simplified vision of digital storytelling.  Tiongson argues that autonomous story telling systems are hampered by the complexities of designing a system that is smart enough to string together elements of story in a way that supports elements like theme, plot, etc.  Interactive stories are both difficult to author and limit interaction to key decision or branching points in the story as defined by the author.  ActiveStories take the approach that a number of parallel story streams can be assembled from raw content (Tiongson's work focuses on video, but it would seem applicable to still imagery).  These streams may be versions of the story told from different people's point of view.  The viewing and annotation processes are combined such that the viewer may intervene at any time and modify the story by adding their own annotation.

Digital Treasures Memory CD

Digital Treasures Memory CD is a service that targets people who want to preserve family memories on a multimedia, professionally authored CD.  Customers are first required to complete a "Design & Creation Manual" where their memories and insights are recorded.  This manual together with raw content in the form of old family photographs and movie/video content are shipped to Digital Treasures who will produce the CD ROM to order (note this is not cheap, cost of producing the CD starts at $500).  As part of this service, Digital Treasures scans and indexes all content, adds background music, narration, and edits the content into an interactive multimedia content.

Luminae Family Base

Luminae Family Base is a desktop software application that is targeted towards people who are interested in creating family albums and histories.  Functionality includes ability to acquire/archive photos and documents and create an online scrapbook using clip art and creative borders.  Video and audio clips can be combined with still images and documentary artifacts like family birth certificates.  Content is indexed to support keyword searching.

CMU Embedded Media Knowledge

Embedded Media Knowledge is one of several technologies being developed by Carnegie Mellon University's Entertainment Technology Center.  This project is aimed at managing hours of video footage by embedding deep knowledge about the objects contained in each scene and using an expert system to help compose scenes based on understanding some cinematic rules relating to the language of film production.  Other CMU ETC projects include Performable Characters, Cinematic Understanding, and Synthetic Interview.  In general, the focus is on creating virtual worlds and creating interactive storytelling systems that embed expert knowledge about the cinematic process.

Media Streams

Work on Media Streams was begun by Marc Davis at the MIT Media Laboratory and has made its way to Interval Research, a Palo Alto based commercial research consortium.  Media Streams is part of a wider effort at Interval focused on bringing new media tools to the home market.  The Media Streams work begins with the premise that there are many annotations that computers will never be able to automatically encode.  This limitation of keyword based systems leads to the need for "representations that capture the temporal, semantic, and relational content of video data" (again while this work is focused on video, the same problem would seem to exist for still images).  Media Streams is a prototype system that uses an iconic language for annotating, retrieving, and re-purposing digital audio and video.
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