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Abstract

One of the major undertakings of Grand Odyssey this year is the Electronic Shoebox Project. The goal of this project is to investigate the concept of an  “Electronic Shoebox”: a digital component that will store and allow easy access to multimedia content, thus making it more desirable and enjoyable to search through this content in assembling a story.  The first step in this investigation is a survey of current systems and technologies that address the problem.

In this report, a broad survey of content-based search and retrieval methods for multimedia content is given with emphasis on images, video, and audio.  The purpose of the report is to identify candidate technologies that might be useful in the definition and design of an electronic shoebox.  The report takes a bottom-up approach to the shoebox problem, looking for potential solutions starting from the technology.  An accompanying document that surveys current solutions starting from the user perspective will also be issued.

In this report, a distinction is made between media, media features and media semantics and techniques are categorized based on this distinction.    Techniques based on search involving low-level features as well as extraction of content semantics, through both feature analysis and content annotation are discussed.  

Finally, a summary of existing content-based search and retrieval systems for audio, video, and images is presented.

0. Introduction

One of the primary requirements for a storytelling system as proposed by the Grand Odyssey project is the means to store and easily retrieve content that is to be used to tell a story.   In the analog world of prints, negatives, and videos, consumers generally gather their media and store then into “shoeboxes”.  These shoeboxes are rarely organized and as a result are unused and unexamined.  The goal of the Grand Odyssey Electronic Shoebox project is to investigate the concept of an  “Electronic Shoebox”: a digital component that will store and allow easy access to multimedia content, thus making it more desirable and fun to search through this content in assembling a story.

Overall, the shoebox project will attack the problem using a user-centered design approach. Starting with user requirements and through the use of user studies, a system will be developed through an iterative process of presenting a solution to a set of users, obtaining their feedback, and then refining the solution based on this feedback.   The first step in such a process is an investigation of current systems that address the problem.  

The purpose of this document is to identify candidate technologies that might be useful in building an Electronic Shoebox.  It may be useful to incorporate some of these technologies in prototypes that will be presented to users during experiments.  This benchmark takes a bottom-up look at shoebox solutions, i.e. it will emphasize the technology as opposed the user experience.  A look at solutions from a user’s perspective will be presented in a sister document by Matt Carrano, also being prepared as part of the GO Electronic Shoebox Project.

This report is meant to give a broad, rather than deep description of candidate technologies.  Pros, cons and limitations of the methods are not investigated.  Instead, this listing is meant as a starting point for the definition of user experiments based on current technologies.  In short, the report should answer the question “What technologies are currently available that one may able to use for defining and building an electronic shoebox?”  More in-depth investigation of technologies found to be promising as a result of user experiments should be performed once these particular technologies are identified and confirmed as useful. 

The area of multimedia storage and retrieval is currently a very hot topic.   The research in this area spans a variety of Computer Science disciplines including multimedia systems, artificial intelligence, computer vision, image science, database systems, and networking, to name a few.  Because of this, a complete survey of the topic would be time prohibitive.  Instead, my investigation focuses on research presented in the Multimedia Systems arena.  I also place particular emphasis on work on going within Kodak and well as work proposed for the evolving MPEG-7 standard.   

The remainder of the report is organized as follows.  In Section 2, I briefly discuss Multimedia content and make the distinction between content features and content semantics.  Section 3 outlines low-level features for images, video, and audio that have been used in search and retrieval systems.  In Section 4, the extraction of semantics from these low-level features is discussed.  Annotation as a means of providing context is discussed in Section 5 and major content based search and retrieval systems are presented in Section 6.  Finally, in Section 7, some conclusions are presented.

Multimedia Content

0.1 Features vs. Semantics

I describing the content of multimedia, we make the distinction between features and semantics.   This distinction is illustrated in the figure below.
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Figure 1 - Features and Semantics in Multimedia Content

Figure 1 shows a hierarchy of content abstraction, interpretation, and understanding.   At the very top, we have the media itself.  Most digital media can be viewed as a collection of samples, in either space or time, representing a scene in the physical word.  At the Media level, content is viewed as nothing more that the set of samples of which it is comprised.  

Features are low level descriptors of multimedia derived from the sampled media and represent an initial abstraction for describing the media.  Note that features describe the content of the media, but does not attempt to describe the scene that is recorded on the media.    Features are extracted directly from the sampled representation of the media.  For example, for images, features are derived from the color pixel values; for audio, features are derived from audio samples.  Common image features include color texture and shape whereas examples of audio features might include frequency, loudness, or pitch. 

Semantics, on the other hand, provide a higher level abstraction and attempts to describe attributes of the scene that is represented by a piece of content.   Identification of the people, places, or things in a scene is an example of semantic information.   Semantic extraction, although performed naturally by humans, is quite a difficult task for computers.   Semantics can be extracted from low-level features, however, a major source of semantic information comes directly from a user through the use of annotations.  Loosely defined, annotation is information about a scene, whether factual, fictitious, or subjective, that can be used to place a piece of content within a particular context.  Annotations can be provided directly by a human, as in the case of spoken or textual annotation or supplied automatically by a captured device (e.g. date and time from APS cameras).

0.2 MPEG-7

In 1998, the MPEG Committee started an International effort to define a standard for multimedia search and retrieval indexing.  The effort has been termed MPEG-7 [MPEG98a] and work towards defining this standard is underway.

The goals of MPEG-7 are threefold:

1. For common media types (e.g. stills, audio, video), define a set of standard features that can be used to describe and characterize a piece of content of that type.

2. For common media types, define a standard description scheme (or structures) that defines how the descriptors should be organized for search and retrieval purposes.

3. Define a standard language for describing descriptors and description schemes for non-common media types not included in the standard (thus making the MPEG-7 standard extendable)

Note that MPEG-7 is concerned with non-textual media types.  Other technologies address the storage and indexing of text documents.  Although description schemes may indeed have textual features or reference areas in textual documents the indexing and storage of text documents is considered out of the scope of the MPEG-7 standard. 

Note also that MPEG-7 is concerned with the storage and representation of media type feature sets but not with the algorithms used to perform the feature or semantic extraction.   So, the MPEG-7 standard might require that images conform to a certain set of features, but how one obtains those features given an image is beyond the scope of the standard.

The definition of the MPEG-7 standard is an on-going effort.  The preliminary work plan for the standard foresees a working draft by December of 1999, a Committee Draft by October of 2000, and a Final Committee Draft by February of 2001.  The standard is scheduled to be finalized and approved by September 2001.

Content Based Features

In this section, we consider feature sets for stills, audio, and video and how they are used in indexing of multimedia content.  Systems that search multimedia databases through the use of low level features are known as content based search and retrieval system.  In the past several years, thanks in part to the growth of the Internet, the popularity of content-based search and retrieval systems has soared.   The majority of these systems utilize a query by example paradigm where the user provides a target piece of content and the system finds content that is most similar to that target.   The process is illustrated in the figure below.
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Figure 2 - Search by Example in Content Based Search and Retrieval Systems

The query by example process is based on a well-defined feature set that, at a very low level, describes a piece of media. Features for media in the searchable database are extracted by a feature extraction module and the extracted features, with links back to the media, are stored in a database.   A search is initiated by providing a target media.  The features are extracted from this target media and these features are compared with the features stored in the database corresponding to the collection of media to be searched.     The feature comparison module will determine the best match and return the piece of media with a feature set most similar to the target.   

Since each feature is unique, feature extraction and feature comparison algorithms are required on a feature by feature basis.   Note that the comparison module may make use of more than one content feature in making the determination of the best match.

Each media type (stills, video, audio) will have its own unique feature set.   In the remainder of this section we look at feature sets for images, video, and audio that are used in current content based search and retrieval systems.

0.3 Image Features

Visual media, by far, has attracted the most attention in the content-based search and retrieval research arena. As a result, there is much general consensus over a visual feature set.  Images are generally described by color, texture, shape, or some combination of the three.   Color is usually expressed by a histogram that presents the distribution of pixel colors in an image.  Many times the histogram is spatially divided thus providing a color metric for different portions of an image.   Texture describes a visible surface where repetition of a fundamental pattern occurs.  In general, natural images consist of areas with several different textures. Shape descriptors define arbitrary outlines or contours, usually to represent images that exist in an image. 

Although there is agreement over a set of visual features, there is still some disparity over how these features should be represented.    During the recent MPEG-7 Call for Proposals, the MPEG-7 committee received 7 proposals on ways to represent texture, 19 different proposals on how to represent shape, and 24 proposals on representing color.

0.4 Video Features

A major issue in defining features for video is temporal organization.  Video is comprised of a series of individual image frames arranged contiguously in time (with frames captured at a rate of 24, 25, or 30 per second).  The first step in temporally analyzing the content of video is the segmentation of the video into individual components or shots.  Temporal segmentation of digital video is commonly referred to as Shot Boundary Detection.  The shot boundary is the temporal point between individual shots where a shot is defined as a set of uninterrupted regularly sampled frames captured by one camera (in most cases produced by a single on/off operation of the camera).   Shot boundary detection is a quite mature technology having been studied for well over a decade.  (For a complete survey of shot boundary techniques, see [WARN98]).  Once shots have been identified, they can be summarized by a single key frame or set of key frames. An alternate approach to shot summarization and key frames is the idea of a salient still [TEOD93], a composition of the frames of a shot into a single image.  Key frames and salient stills are generally used in table of contents applications or for video indexing.

Since video is comprised a series of individual image frames, the image feature extraction and comparison techniques mentioned in the section above can be performed on the video on a frame by frame basis.  These techniques can also be applied to identified key frames or salient stills.  Since video is sampled in time as well as space, the change in these image features over time can provides us with useful features for video that give an estimation of the motion present in a video sequence.  

0.5 Audio Features

Audio signal analysis and feature identification has a long, rich history, due to, in part, the development telephone systems and research in speech related technologies.    The set of identified low-level audio features is large.  Considering the audio related proposals submitted to the MPEG-7 Committee for consideration [MPEG99], a list of possibly useful audio features can be categorized as follows:

· Fundamental Frequency 

· Pitch, Melodic, Rhythm

· Energy

· Amplitude

· Frequency

· Sharpness , Loudness

· Peak Tracking

· Forman Envelope

· Spectral features

· Tempo

A minimal subset of the above that includes the features listed below has been used successfully used in for content based retrieval of audio [WOLD96]:

· Loudness - The signal’s RMS level in decibels.

· Bass – A measure of the strength of the lower frequencies in a signal (expressed in decibels).

· Pitch – Fundamental frequency of the signal.  (expressed in log frequency)

· Brightness – The centriod of the frequency spectrum of the signal.  Acts as a measure of the higher frequency content of the signal (expressed in log frequency)

· Bandwidth – A measure of the noisiness of the frequency spectrum.  Expressed by the range of frequencies in which the signal spans (in log frequency).

· Harmonicity – measure distinguishing between harmonic spectra (as would be found in music and vowel sounds) and inharmonic spectra (such as metallic sounds).  Expressed as a value from 0 to 1.

Extraction of Content Semantics

We now move from low-level features to semantics.  In this section, we discuss work that describes extraction of semantics from low-level features and automated understanding of media content.

It should be noted that the general problem of extracting content semantics from low-level features is a very difficult, if not impossible problem.   Progress has been made, however, in focussed areas or for particular applications.  This section will concentrate on these individual areas of progress.

0.6 Extraction of Semantics from Images

0.6.1 Face Detection and Recognition

There is a wealth of research centered on faces in images.  The research has concentrated on two problems: face detection, which is concerned with finding faces in an image, and face recognition, which focuses on determining the identity of the faces located in a picture.

Two recent surveys were conducted here at Kodak [LOUI97a, RAY97] in attempt to determine the state of the art in this area.  Some conclusions  from these studies include:

· Face recognition algorithms do exist and can perform adequately.  However…

· Face recognition algorithms are designed with a specific application in mind and tend to do well only with images in the application’s domain.

· An adequate face recognition algorithm for general consumer photographs has not been found or identified. 

· There is not a well-accepted testing method for comparing face detection and recognition algorithms.  Towards this goal, a standard face database has been created here at Kodak [LOUI97b] and distributed to research institutions studying the problem. 

· Unconstrained face recognition is an unsolved problem.

· Unconstrained face detection is also a very difficult problem.

Note that a great deal of work has been undertaken within Kodak in the face recognition area (see [LEE93] and [NICP99]).  Although primarily motivated by image quality issues (e.g. red-eye detection and removal), this research is now being used in more general image understanding tasks (e.g. detection of the main subject within an image [NICP98]).

0.6.2 Main Subject Detection

There is a major effort being undertaken in Imaging Science and Technology Lab’s Image Enhancement and Manipulation Group focussing on detection of the main subject within an image.    Research towards this goal is being performed in several different areas including:

· Image segmentation/ Object identification – using texture and color properties.

· People detection – using image segmentation and face detection technologies.

· Foreground/Background Discrimination – to be used as part of the development of an auto zoom and crop technique.

· Indoor / Outdoor Detection

· Automatic Image Categorization – using the Indoor/Outdoor detection methods.

Although this work is currently on going,  I would expect the results of the research to be quite applicable to the shoebox problem.

0.6.3 Time Based Semantics

If using the right type of camera (APS or Digital), date and time can be recorded at the time of capture and attached to an image.    There has been some effort around extracting time-based semantics in the absence of date and time.  In [MALI99a], a method of determining the time of day from outdoor images using color information is proposed.     Grand Odyssey is currently funding an effort as part of the Albuming Automation Project that involves the clustering of images by event and group [PAVI98].  Although, the algorithm does make use of date and time information, a method based on color distribution is being developed for images that lack timestamps.

0.6.4 Emotions from Images

Using color as a guide, a method for determining the “mood” of an image has been proposed [MALI99b].  The mood determination is based on physiological studies on people’s reaction to given colors.   Work is also being done is extracting emotion from facial expressions [ESSA97].

0.7 Extraction of Semantics from Video

0.7.1 Object identification 

MPEG-4 popularized an object-oriented approach to video coding and transmission.    In the MPEG-4 paradigm a video is a composition of individual objects on a background.    Efficiency is achieved by tracking the motion of each object and only transmitting the position change of the objects that have moved.   In this sense, the representation of the video more closely matches that of the scene that had been recorded on it.  Identification of the objects in a video is a first step towards a semantic understanding of the video’s content.

One of the major challenges of MPEG-4 is in visual segmentation.  I.e., how does one automatically identify the objects in a still or video sequence.   Although this problem of visual segmentation has been studied for some time in the Computer Vision community, MPEG-4 has spurred a new interest in the area. 

The general problem of unconstrained visual segmentation is a difficult one.   Advances have been made by limiting the problem to a given domain.  In [INII96] successful segmentation and tracking of tennis match is achieved.  The problem can also be simplified by suppressing camera motion as in the case of surveillance videos [PING98]. 

0.7.2 Story, Events

In video, an analysis of the temporal structure beyond simple shot boundary detection can provide insight into the events and stories that are depicted by the video.  Considering the world of cinema, films are organized in a hierarchical manner similar to that illustrated in the figure below [BORD90].
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At the lowest level, we have the frame.  Frames make up shots, shots are organized into scenes, scenes combined into acts, acts into episodes, and episodes into sequences. The primary goal of cinema is storytelling and the structure and organization of a film is carefully constructed to meet this goal.  Although most consumer video is not as story centric as most films, the notion of organizing consumer video into a structure of events and subevents can be useful in semantic organization and search.    Grand Odyssey approached this problem last year resulting in algorithms, making use of both audio and visual features, which cluster video shots into logical events [LOUI98].    Similar efforts have been made for more specific domains such as sports events [YOW95].   In these more specific cases, an event structure is known a-priori and this information is used in the organization of the video shots into events.

Once the event structure is known, further semantic processing can be performed.  One of the MPEG-7 contributions proposed a means for associating video events with people and places [LEE99] thus allowing video searching based on who and where.    

An interesting effort in video semantic extraction is being undertaken at the University of Mannheim in Germany [MOCA99].  The project, entitled MoCA (Automatic Movie Content Analysis), attempts to categorize video by program, style and genre based on visual features, scene structure and audio analysis of the video soundtrack [FISC95].  

0.8 Extraction of Semantics from Audio

0.8.1 Audio Segmentation and Classification

Audio segmentation involves separation of an audio segment into the individual sounds from which it is comprised.   In its purest form, the ideal audio segmentation system would be able to identify and extract individual sounds from an audio stream and determine their sources.  This is the goal of Auditory Scene Analysis [BREG94, BROW94], a research area started in 1990 by psychologist Albert Bregman.  The work in this area, which is a combination of audio analysis with perceptual and physiological research, focuses on learning and mimicking the processes by which the human brain organizes and interprets sound.  Although a great deal of effort has been undertaken, this area is still young and it will be some time before a general solution will be available.

A more tractable problem is that of segmenting an audio stream with the goal of identifying the type of sound present in each segment.  Audio segments are generally classified as being in one of the following broad categories:

· Speech

· Music

· Sound Effects

· Silence

 Several algorithms and techniques have been developed to perform this kind of audio segmentation [WOLD96, PFEI96, SCHE97, MINA98], mostly driven by video applications where video content is analyzed by examining the video’s soundtrack.  In addition to providing some sort of temporal structure to an audio clip, these classification algorithms allow for further semantic processing of audio once a clip has been identified as a member of a given category.    Examples of this additional semantic extraction are given in the sections below.

0.8.2 Speech

Given an audio stream identified as a speech signal, analysis can be performed to answer the questions, “what is being said? , “who is speaking?”,  and “how was the speech expressed”.

Speech Recognition answers the question of what is being said.  The goal of speech recognition systems is to translate an acoustical speech signal to a sequence of text that represents the words spoken.  Speech recognition has become quite a robust technology. Many off the shelf speech recognition programs for personal computers are available at very reasonable prices.  

An overview of current state of the art in speech recognition can be found in [COLE96, YOUN96].  In general, most speech recognizers perform their translation using two models, an acoustic model and a language model.  Acoustic models use statistical structures (Hidden Markov Models or HMMs)  to translate audio signals into a series of phonemes.  The language model is responsible for combining the phonemes to form words and combing the words to form sentences.   Both the acoustic and the language models need to be trained.  Acoustic models are trained with voice signals (preferably from those who will be using the system), and language models with a corpus of words, phrases, and sentences.

Despite the success and availability of speech recognition technologies, the current systems do suffer from several shortcomings

· Noisy signals – Most recognizers are designed and trained for use in well-controlled acoustic environments (e.g. offices).  Signals collected in noisy environments with a suboptimal microphone (like those recorded by a digital camera) pose a problem for most recognizers.

· Formal vocabularies – Since most recognizers are sold for business uses, the vocabularies used in training the language model consist mainly of formal language (e.g. many recognizers use text from the Wall Street Journal as their training corpus).  Very few informal vocabularies exist making informal speech (like that which may be recorded as content annotation) difficult to translate.

The area of speaker identification addresses the question of who is speaking.  Though frequency analysis performed on recognized phonemes and words identified by a speech recognition systems, algorithms have been developed that can identify a speaker from a database of speaker profiles. [NAM97, PARS87]

Finally, basic speaker emotion (happiness, sadness, fear, and anger) can be determined through analysis of the loudness, pitch, frequency, and timing of a speech signal [COWI96].

0.8.3 Music

Music, in a sense, is a very old and well-defined sound abstraction.   Instead of looking at sound in terms of low-level features like amplitude and frequency, music expresses sound in its own language of notes, scales, tempo, instruments, pieces, and scores.   This language has been adapted for digital use by MIDI (Musical Instrument Digital Interface) [MIDI96].   Although created as a protocol for communication between synthesizers, samplers, and other electronic musical instruments, MIDI has quickly become a standard means for representing musical scores for transport over the Internet.

The challenge in the extraction of musical semantics from raw audio signals lies in converting from low level features to the language and parameter set of music.   This translation has been successfully performed in melody matching systems (like those described in [MINA98, BLAC98, GHIA95]) via analysis of pitch transitions and frequency spectrograms of musical clips.

0.8.4 Sound Effects 

In the area of sound effects, the semantic information is derived by determination of what made the sound. Efforts have been made in classifying sound effects based on how they are produced [GAVE93].  In this work, a hierarchical classification is presented with top level categories representing the physical means in which sounds are generated.  (e.g. vibrating solids such as slamming doors or breaking glass, liquid sounds, and aerodynamic or turbulent sounds).   Once again, the sounds are described using low level audio features, but placed into categories based on the physics of acoustics.

Annotation

Annotation seems to be the most straightforward means of providing semantics. Descriptions are explicit and come directly from the scene or from a person’s interpretation of the scene.  As mentioned in Section 1, annotations can be supplied automatically by a capture device or provided by a user, either at capture or upon viewing after the fact.  

0.9 Automatic annotation

Some useful annotation can be supplied directly from a capture device at the time of capture.  Recording of date and time is the most obvious of this kind of annotation.   Date and time recording is currently available on digital cameras, camcorders and most APS Camera.  Assuming the clock on the device as being set correctly, timestamping of content will unambiguously define when the content was captured.  Once recorded, the date and time can be used for further analysis, e.g. clustering of images by event.

Global Positioning System (GPS) technology, now available on several new automobiles, can unambiguously determine where a piece of content was captured.  GPS is a satellite navigation system, funded by the US Department of Defense, that provides specially coded satellite signals that can be processed in a GPS receiver, enabling the receiver to compute position, velocity and time.    Although there currently exists no cameras with GPS capabilities, the concept of a GPS camera is being consumer tested as part of the Systems Concept Center’s Living Digital Project.

0.10 User supplied annotation

0.10.1 Text / Caption based systems

A common means of content annotation is through captioning.  Several systems have made use of captions in the extraction of content semantics.   

ARIEL [BHAN98] is a system developed by Kodak for Picture Network International (PNI) that indexes and searches professional stock photography based on text captions supplied by the user.   Both image descriptions and queries are specified using natural language.

WebPiction [SRIH95], developed at SUNY/Buffalo, extracts context from text surrounding images in web pages.  A key component of WebPiction is the utilization of spatial constraints specified in a caption in conjunction with face-recognition technology.  Thus, a caption like “John Doe is to the left of Jane Doe” will not only indicate that both John and Jane Doe are in the image but will also where in the image they are located.

With video, closed-captioning for the hearing impaired provides a convenient means for video annotation as it presents a textual transcript of a program.  Carnegie-Mellon’s Informedia system [WACT96] makes use of these captions for indexing and retrieval of video sequences.

0.10.2 Voice annotation systems

Voice annotation was the subject of a great deal of investigation by the Grand Odyssey project in 1998.  [GEIG98].   With the integration of audio in desktop multimedia computer systems, and the availability of reasonably priced speech recognition software packages, voice annotation of consumer content has become quite a viable option.   Image applications such as Kodak’s PictureEasy 3.0 has incorporated audio input and storage as a means for image annotation.

Imaginations [SRIH98] is a Grand Odyssey funded research project undertaken by the CEDAR (Center of Excellence for Document Analysis and Recognition) Group at the State University of NY at Buffalo.  The goal of the research is to create a prototype system for extracting metadata from spoken annotations and associating this metadata with features in the image being annotated.   The work is based on two existing systems developed at CEDAR: Show & Tell, a multimedia system for surveillance photo annotation and the previously mentioned WebPiction. 

The ARIEL system, mentioned previously, also allows for voice input, incorporating a voice interface using Dragon’s Naturally Speaking to perform speech recognition.

0.10.3 Issues with Annotation

One major problem with user annotation is that consumers very rarely take the time to annotate their content.  In a recent study on consumer image annotation [LOHS97], it was found that, although consumers saw the value in annotating their images, they found the process of annotation to be time consuming and laborious.   In addition, many thought that the spontaneity that is required for proper and creative labeling is lost unless the annotations are made while “the momentum of the picture-taking is in force”.  The displeasure in current annotation systems is so great that, more often than not, annotations are rarely provided. 

Several efforts within Kodak are looking to address these problems.  With the introduction of audio capture on the DC260 camera, it is now possible to record spoken annotation at the time of capture.   In addition, the recording and storing of audio on the magnetic part of APS film is currently being investigated [HECK99].

Human Factors is currently investigating user annotation and digital image organization from a user’s perspective in its Tag and Go Seek Project [PRAB99].  One focus of the project is to develop ways in making annotation more efficient and less laborious through image clustering and annotation of image groups and subgroups.  A voice interface is also being incorporated into their prototype system.

0.11 Annotation Based Retrieval

0.11.1 Keyword Based

The simplest and most popular way to attach metadata to media is via a keyword-based system.  Here, a set of keywords is attached to a piece of media and searches for the media is done by performing text queries on these keywords.    Although very straightforward, this method has is limiting in the sense that keyword matches must be exact.  There is no ambiguity allowed, nor is there any attempt to place the keyword in any sort of context when performing a search.  For example, if I have an image of Times Square in New York City and attach the keywords “Times Square” to the image, I will only get a successful match if the term “Times Square” is in the query.  Queries for images about New York City or Broadway or New Year’s Eve will not result in finding the image even though the image may be quite appropriate for these queries.

One popular means of classifying media is through the use of keyword ontologies.   This paradigm, which is employed by many Web based content search engines including Yahoo, Lycos, and WebSeek, indexes content into a number of hierarchically defined categories.  Searching for content is then guided by the category structure, much like using a card catalog to search for a book in a library.

0.11.2 Natural Language 

One solution to address the shortcomings of keyword based systems is the use of Natural language systems.  Natural language, even after over 25 years of investigation, is still a quite active research area.  One problem, however, with applying current natural language techniques to annotations and captions is that most NL algorithms are designed to use a large corpus of prose for training.  The annotation situation is unique in that it deals merely with short snippets of text, many of which do not even follow a basic sentence structure.  Another issue with natural language systems is that most expect accurate and well-structured prose as input and do no work as well with erroneous input.  Since the output of speech recognition systems is rarely 100% perfect, there will be some difficulty processing this output with existing NL systems.

The natural language component is comprised of two area, natural language understanding, which is responsible for parsing a text stream and extracting information from it, and knowledge representation which defines how this extracted information is organized and stored.   

Both ARIEL and Imaginations, deal with extraction of the 5Ws.  ARIEL extracts from textual captions whereas Imaginations extracts from spoken annotations run through a speech recognition system.  Both use a knowledge-based association scheme that addresses the “exact match” shortcoming that exists with keyword systems.  Imagination, like it’s predecessor WebPiction, will allow for association of metadata with spatial regions of the image, with an emphasis on faces (using their face recognition technology).  Spatial relationships between regions are also maintained in Imaginations.

Systems

In this section, I provide briefly list some of the major search and retrieval systems currently available in the research arena.  Many of the features and techniques used by these systems have been mentioned in previous sections.   He purpose of this list is to identify the major players in this area and as a means to quickly compare the techniques being employed in current systems.   

0.12 Image Search and Retrieval Systems

· QBIC from IBM [FLIC95] - uses color, texture, and shape for visual searching.  An initial keyword search is also available to narrow the initial search set.   Demo version is available for download at http://wwwqbic.almaden.ibm.com
· VisualSEEK / WebSeek from Columbia University [SMIT96] – uses spatial color and region based search.  Images are categorized using a hierarchical ontology that allows for image browsing and choice of an initial search set.  Originally designed for indexing of images found on the Web.   Available at http://www.ctr.columbia.edu/webseek/.

· Imaginations being developed for Kodak by the CEDAR Group at SUNY/Buffalo [SRIH98] – combines spatial color based search with metadata extracted from spoken annotations.  Password protected demo at http://pluto.cedar.buffalo.edu/
· VIM being developed at Kodak’s Imaging Science and Technology Lab – makes use of a variety of features including a color and texture combination [ZHU99], shape [SOTA98] and open space [STUB97].  The unique feature about VIM is its integrated programming environment [SOTA99] that makes the addition of new image features straightforward.  This integrated environment also includes a metadata definition that will be a part of the Golden Thread Metadata Manipulation Architecture.

· Photobook / FourEyes from the MIT Media Lab [MINK96] –an imaged based search and retrieval architecture that makes use of user defined image features sets (models).  The point of the system is not to emphasize any particular feature set (although color, shape, texture, and annotation have been implemented), but rather to allow definition of a given set that is suited to a given application.  The system is combined with a user agent that assists in choosing the correct model features and correct weighting from these features.  This agent uses a “Learn by example” paradigm in making its assessments.

0.13 Video Search and Retrieval Systems

Note that all video search, retrieval, and indexing systems will, at the very least, do shot boundary detection.   

· Studio 400 from Pinnacle Systems [PINN99] – an analog video editing system that organizes video digitally and allows a user to create a composite video from the organized video clips.  Although the editing is specified on the computer, the final edited video is created via an analog video copy from a camcorder to a VCR using the remote control cueing controls of the camcorder.  
· Cinekit from Expresto Software [EXPR99] – A digital video story creation system. CineKit is an integrated set of tools for script writing, visualizing, recording and editing audio and video, creating special effects, adding titles, and presenting movies.  Emphasis is on story structure with all editing done manually.
· VideoQ – from Columbia University [CHAN97]   -- Emphasis on visual attributes, change of visual features (shape, color, texture) over time, video object detection by examination of visual features, and motion tracking of identified objects.
· Virage from Virage Systems (originally developed at the University of Southern California) [BACH96] – A commercial video indexing system.  Includes automatic extraction of content based key frames and uses these key frames in a storyboard based summary of the video.  Interprets closed-captioned text as well as allowing for user supplied text annotation for further indexing.
· CueVideo/Video Storyboards from IBM [PONC98] – Emphasis on video compaction and storyboarding designed for video browsing.  Makes use of metadata, speech recognition, and QBIC Image Search. 
· Informedia from Carnegie-Mellon University [WACT96] – Well integrated system making use of a variety of video techniques including audio (speech recognition and audio segmentation), closed captioning text, object identification, and image based search an retrieval.   The main output of the system is time aligned video transcripts used for indexing.
· Automatic Movie Content Analysis (MoCA) from University of Mannheim [LIEN97, LIEN96] – Utilized the same set of techniques as Informedia, however, includes a higher level of semantic extraction.  Categorizes video into genre and attempts to map video shots into an event and story structure.
0.14 Audio Search and Retrieval Systems

· Musclefish [WOLD96] – audio content based search and retrieval based on time varying parameters (loudness, pitch, and tone quality) and tempo.   Demo available at http://www.musclefish.com/.

· Automatic Movie Content Analysis (MoCA) from University of Mannheim [PFEI96] – Segments audio into speech, music and silence.  Also perform high level semantic processing based on a ground truth, e.g. detection of violence in an audio stream

· Melody Matching Systems – Systems from Cornell University [GHIA95], RMIT in Australia [UITD98] and University of Southampton [BLAC98] perform search and retrieval based on melody.  The Cornell system does actual extraction of the melody from an audio stream.  The other two assume that the notes have already been extracted and stored in a MIDI file.  The University of Southampton System, which is designed for music navigation, focuses on indexing based on melody in addition to simple melody matching.

Conclusions

In this report, a broad survey of content-based search and retrieval methods for multimedia content is given.  The purpose of the report is to identify candidate technologies that might be useful in the definition and design of an electronic shoebox. 

From the extensive list presented, it is clear that multimedia indexing and access is quite a hot topic.   This report merely lists technologies and techniques that exist today and may be at our disposal.  No recommendations are made regarding any particular technology as all of the work presented is of potential use.  At the same time, there is no one system or technology, taken alone, that would be considered a solution for the shoebox problem.  It is my hope that particular recommendations on the level of applicability and usefulness of each of the techniques will come out of the user experiments.  Only after the conclusions of the experiments have been made should a more in-depth survey be performed on areas identified as having the most promise.

A distinction is made between content, content features, and content semantics. My opinion is that the shoebox will make use of a careful combination of techniques based on both low level features and semantics, with a major focus on semantics.   A major challenge is obtaining these semantics, whether it be through annotation or analysis of the lower level features.    Although several extraction techniques in specific domains have been identified, there is still a large gap between content features and semantics.  The general problem semantic extraction remains a quite difficult problem and more work will be required.   The task of narrowing the semantic extraction problem to areas applicable to the shoebox will be just as challenging.

Finally, I see the shoebox as a systems integration task.   I don’t foresee the team inventing new techniques as much as I see us assembling existing techniques into a well integrated system.   Once again, the choice of what needs to be merged is still to be determined. The palette of available techniques is very broad, and the technologies to be integrated as well as the level of integration should be driven from user requirements.   
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