Access Grid Breakout Meeting Minutes

Alliance Team B/C/G-Force Meeting 

Argonne National Laboratory

February 1-2, 1999

DRAFT Minutes—February 4, 1999

Table of Contents

11.
General Discussion

2.
Access Grid Requirements
3
3.
Access Grid (AG) Development Roadmap Plan
5


1. General Discussion

a. Small number of sites with high-end devices.

b. Collaboration modes. Note that most modes deal with managing collaboration, not interfacing with middleware.

<<Rick: Need you to review this table. Spell out abbreviations.>>
Access Grid Collaboration Modes

Feature List
Presentation Mode
Discussion Mode
Caucus Mode
Demo Mode

Interactions
1 ( many

privileges/distinctions

(“roles of participants”)
Any ( all
Subset ( subset

Two subsets:

•
People watching demo

•
People doing demo who need to talk amongst themselves
Subset ( many

Scale
30 active / 70 passive
5x10

Informal groupings

Side conversations—mgmt
Partitioned discussions.

Of subsets people/sites
~few sites (all sites

OUT of BAND data streams

Floor Control
Lectern model
Talking stick

Moderator *

Informal *

Round robin

Queue

Written questions
Notification

Invitation

Locked room

List-based access control

+ discussion mode
Special class of room.

Public and private channels

Public channel

•
Lectern

•
Independent FL

Private channel

•
Independent FL

•
Moderator/talking stick

•
Informal

Nature of Sources
A/V presenter ( presentation display

Ambient A/V




Synchronization
Start-end

Questions

Break in+out of d-mode

Moderator…




Transition/ Control
Master sequence—scope mgmt

Hand-off…

Introduction ( finale




Start Conditions
Speaker ready, presentation ready, floor control ready, heartbeat ready…




State Feedback
System…, heartbeat, visual cues, low volume ambient, sound, pause for Qs, Q-list




Sequencing
Presenter to/from alternate modes within time frame w/appeals to moderator…




End conditions
Count down…




c. There are three types of technologies:

· Commercial technologies

· Technologies in use by Alliance that become starting points for integration

· New technologies — need to generate display hardware standards so PACS have options in what they can adopt. [See Rick’s PPT presentation: technology-survey.ppt]
d. We want to work with the PACS (Chautauqua sites), the ACCESS Center, and partner development sites to deploy the technologies as they are developed.

e. We want to pick easy, medium, and hard demos to more fully test development.

f. Target events/timelines:

April 14
ACCESS Center gala

June 7-9
Alliance ’99

July 1
PPP

~July 15
Site visit

g. We need a plan to communicate to:

· The group building the Access Grid

· The Access Grid users

[See plan, next page.]

h. We need face-to-face meetings with our collaborators to refine the plan. We need working sessions to develop the plan.

i. For Summer ’99, we will plan on three projection spaces

· SGI for high-end visualization

· WindowsNT for shared presentations, PowerPoint, Habanero

· WindowsNT for tele-conferencing

· Out-of-band audio backup

Access Grid Requirements

1. Access Grid Plan

1.1. Set up email list accessgrid@mcs.anl.gov
1.2. Identify an Access Grid Summer 99 coordinator (Mark Hereld with help from Mary Fritsch, ANL)

1.3. Bi-weekly tele-conferences to discuss Access Grid progress

2. Summer 99

2.1. Alliance ‘99 is the main target for the prototype June 7-9th

2.2. NSF Site Visit setup will depend on success of Alliance ‘99 setup (Mid July)

2.3. PACS/Chautauquas will use debugged version from Alliance ‘99 (during August) 

2.4. Display Environment

2.4.1. Three projection spaces (non-integrated for Summer 99)

2.4.1.1. Specify “common” display environment for participants (by 3/1/99)

2.4.1.1.1. Room geometry and setup

2.4.1.1.1.1. Projectors and screens (type and locations)

2.4.1.1.1.2. Microphone and speaker locations

2.4.1.1.1.3. Cameras (number, type and locations)

2.4.1.1.2. Develop test strategy for site configuration and debugging (by 4/1/99)

2.4.1.1.2.1. Develop checklist for deployment teams to use

2.4.1.1.3. Audio – ImmersaDesk configuration plus echo cancellation (tested and debugged by 5/1/99)

2.4.1.2. SGI based for high-end visualization 

2.4.1.2.1. Access Grid “Super Presentation” Mode

2.4.1.2.2. Develop hardware and software configuration (EVL/ANL/Minn/Utah) (3/1/99) 

2.4.1.3. Win NT based for commodity applications sharing 

2.4.1.3.1. Used for “AG PowerPoint Presentation” Mode

2.4.1.3.2. Develop hardware and software configuration (ANL/NCSA) (3/1/99)

2.4.1.4. Win NT based for tele-conferencing support 

2.4.1.4.1. Access Grid “Discussion and Caucus” Modes

2.4.1.4.2. Develop hardware and software configuration (ANL/NCSA) (3/1/99)

2.4.2. Out of band Audio backup plan (NCSA) (4/1/99)

2.4.2.1. Possible in band control for graceful failure modes

2.4.3. Recording and Playback (experiments but not on critical path)


2.4.3.1. SGI Visualization Apps (AG Demo mode)

2.4.3.1.1.  Virtual Director (NCSA)

2.4.3.1.2.  Vmail (EVL)

2.4.3.1.3.  Voyager via CAVEav

2.4.3.1.4.  DAVE (Data Analysis and Visualization Environment) (LCSE)

2.4.3.2. WinNT Recording for (AG Disc-Caucus) (rtp based video and audio)

2.4.3.2.1. Voyager 

2.4.3.2.2. Commodity Stuff

2.4.3.3. Capture information for evaluation

2.4.3.3.1. Make some video tapes from ambient cameras etc.

2.5. Multipoint “Super” Presentations

2.5.1. DAVE (LCSE/Minn lead—draft plan 2/15/99)

2.5.1.1. Sites 

2.5.1.1.1. Minnesota (CFD)

2.5.1.1.2. Princeton/UIUC (Cosmology)

2.5.1.1.3. UIUC (Hydrology)

2.5.1.2. Technology Needed

2.5.1.2.1.  Fast (HW) high-resolution image compression and transmission

2.5.1.2.2.  Distributed version of BOB

2.5.1.2.3.  Fat Pipes

2.5.2. Distributed SCIrun (Chem Engineering? or Instrumentation?) (Utah Lead draft plan 2/15/99)

2.5.2.1. Sites

2.5.2.1.1. Utah (?)

2.5.2.2. Technology Needed

2.5.2.2.1. Broadcast mode for distributed SCIrun

2.5.3. AMR and Virtual Director/CAVERNsoft (EVL lead draft plan 3/1/99)

2.5.3.1. Sites 

2.5.3.1.1. NCSA

2.5.3.1.2. EVL

2.5.3.2. Technology Needed

2.5.3.2.1.  Video feed version from the high-end SGI to passive sites

2.5.3.2.2.  Integrate data mining 

2.5.3.2.3. Voice passing of control of VirDir from one site to another

3. Post Summer 99 plan

3.1. Review failure modes

3.2. Eliminate them

3.3. Iterate

3.4. Propagate

2. Access Grid (AG) Development Roadmap Plan

Access Grid Development Roadmap Plan


Responsible

Party

1. 
Document Lead

2. 
Working Group (WG) Lead
Communication Plan
Documentation Preparation Plan
Meeting Plan
Schedule of Events
Application Participation
Demonstration Sites
Additional Resources and Expertise Needed
Alliance-wide Policy Decisions Needed

Vision and Concept
TomD and RickS and MaxineB (Document)

5 page Concept Document (eventual Glossy)

(Prior to AT/ET meeting)

Presentation at EC meeting





Scenarios and Requirements
Requirements WG*
Architecture WG*
Devices WG*
Framework WG*
Technical Apps WG*

Deployment WG*

Distribute Concept and Scenario Docs to Possible Users to help formulate requirements

(e.g., EC, EAC, EOT, etc.)

AT/ET meeting

(late Feb/early Mar)


Scenario Discussion Document (walk through various uses of the AG) (4/1/99)

Requirements Document for specific Alliance uses 

Note: Interface with NMR and other imperatives

Strawman prior to AT/ET meeting
AT/ET meeting (TBD)

(base requirements)
Distribute required documents at the EC meeting (end of April)







Architecture and Design


AG Architecture Document
Access Grid

Working Group

Meeting

•
Architecture refinement

•
Technology plan

•
Integration plan






Technology Development


AG Technology Inventory Document

AG Technology Development plan



ANL

EVL

Utah

GT



Integration and Testing


AG Integration Plan

And Testing Document
Plan a AG based TeamA/B/C meeting in

May ?
Integration Testing

Prior to A99, use A99 to test for the Site Visit 

Use site visit to prep for Chautauquas.

Minnesota

Princeton

NCSA

Indiana





Application Demonstration

AT/ET meeting


Strawman plan prior to AT/ET meeting

AC opening– April 14

A99- June 7-9th, 

NSF Site Visit – July 15,

Chautauquas – August

ACCESS Center

BU

UK

UNM



Evaluation and Documentation


Plan for Evaluation

Use the AG for Team meetings in the fall of 99





* Members of various working groups:

Requirements WG 

Hereld

Parker

Ruwart

Schwan

DeFanti

Architecture WG

Stevens

Leigh

Olson

Judson

Johnson

Schwan

DeFanti

Devices WG

Judson

Hereld

Sandin

Parker

Ruwart

Li

Framework WG

Disz

Olson

Leigh

Jackson

Schwan

Levy

Allen

Technical Apps WG 

Brown

Parker

Ruwart

Johnson

Papka

Hibbard

Folk

Insley

Deployment WG

Coffin

Thot-Thompson

Judson

Verlo

Ruwart

Parker

Bresnahan

Jackson

Princeton X?

Kentucky X?

UNM X?
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