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These Meeting Minutes summarize general discussions held when all three groups (B/C/G-Force) were in attendance, and when Teams B/C jointly met prior to individual breakouts. During breakouts, different scribes took notes.
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1. Larry Smarr review of major thrusts

Larry joined the group by phone to review the Alliance’s major thrust areas to help prioritize and focus our efforts to build the National Technology Grid.

a. This is a critical time as the Alliance moves to its next stage in development. FY98 saw partners getting organized and learning to work together. In FY99, the Alliance will prioritize work and focus on a few key areas.

b. From observations following last year’s NSF Site Visit, three major technological imperatives emerged. The three thrust areas are:

· INCREASE CAPABILITY COMPUTING

· BUILD THE GRID

· CREATE A POST-WEB COMPUTING ENVIRONMENT

· Note that these thrusts map onto Teams A, B, and C, respectively, and that they cross-cut with the efforts of the AT, EOT, and PACS teams

c. INCREASE CAPABILITY COMPUTING

· The PACS sites are building a grid testbed, or Alliance National Machine Room (ANMR). The Alliance needs to deploy layered software and networks to these sites so computational scientists can test.

d. BUILD THE GRID

· The Grid hooks up equipment as well as people. We need to hook desktops to the high-end equipment (i.e., the “access grid” to the “computational grid”).

· A layered architecture is evolving:

· Computational Grid is the PACS’ ANMR

· Access Grid is the linking of desktops and ACCESS Centers

· Extending the Grid (MREN, Southern X-roads, Great Plains)

e. CREATE A POST-WEB COMPUTING ENVIRONMENT

· These environments can be:

· Discipline or team-specific “portals”

· A generic workbench infrastructure

· An object or distributed component software foundation

· There are currently “home-brewed” versus “computer-science-designed” workbenches. We need an architecture or layered software model for workbenches/portals; i.e., digital workspaces that enable human-in-the-loop collaboration. That is, they seamlessly pull people into synchronous environments, connect to data, incorporate application tools both on remote supercomputers and on local desktops, and enable teleconferencing, digital video, etc.

· This environment is the Grid human/computer interface that reaches out to people, machines, data, and instrumentation.

f. These three thrusts can summarized as:

· INCREASE CAPABILITY COMPUTING (the server)

· BUILD THE GRID (connectivity of middleware)

· CREATE A POST-WEB COMPUTING ENVIRONMENT (Grid human/computer interface)

g. In FY99, the Alliance will more tightly couple the LES with partners. We need three technology roadmaps (timelines, deliverables, etc.), one for each of the thrusts above. The LES and partners will be involved in developing the roadmaps, and the Alliance will assign individuals (future Alliance leaders/management) to assist ET Team Leaders.

2. Maintaining, integrating, and deploying robust software that works

There is concern about building robust software that works and maintaining, integrating, and deploying it. There is not enough money in the Alliance budget. Hopefully, the new “Information Technology for the Twenty-First Century” (IT2) Federal budget request will provide more funds.

a. Charlie Catlett is looking at various efforts.

b. Tom DeFanti/Jae Allen’s Grid Group is transforming from supporting software they develop to supporting software the Alliance develops. They need a list of software and the number of support people needed. Tom and Jae are working closely with Charlie. The human resources are partially there. 

c. There are also talented people in the partnership that can support Alliance software. Not everyone has to move to Champaign-Urbana.

3. Meeting goals

The goal of the meeting is to provide detailed technical roadmaps for the GRID and POST-WEB ENVIRONMENTS. Outline technical goals. Partners need to provide dates when their development projects will be ready for deployment and integration with other partner codes.

Partner projects have to be part of a bigger plan. The Alliance needs a more concrete method for pruning and focusing projects/partners. That is, we need deliverables and the people responsible for doing it. “Personalized guilt,” says Dan Reed. We need to create cross-cutting Alliance activities that build on the strong Alliance community and three themes.

The vision and the reality—We can sketch a 10 year plan/direction, but we can’t define it. We need to focus on the immediate future and getting things done well.

a. There already is the development of a plan, the ASCI Data and Visualization Corridor (DVC) report. We can use some of this material to develop the Access Grid.

b. The IT2 initiative will provide DOE/NSF with more funds to carry out our plans.

Meeting goals:

a. Start the process of developing an ALLIANCE NATIONAL MACHINE ROOM, ACCESS GRID, and POST-WEB COMPUTING TOOLS.

b. Produce a development/deployment schedule. Assign responsibilities and determine dates.

c. Identify additional expertise and resources needed for rapid progress (dollars, people, new partners).
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4. Plan/Roadmap components

We had roadmaps in the original Alliance PACI proposal, but that was written 3 years ago and needs to be “freshened.” While the vision remains the same, the effort was under-estimated. We need roadmaps for ~24 months for the ALLIANCE NATIONAL MACHINE ROOM, ACCESS GRID, and POST-WEB COMPUTING ENVIRONMENT that contains:
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–

National Machine Room
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Co-leaders: Remy Evard and Charlie Catlett

•
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–

Problem Solving Environments

•
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5. The Alliance needs thousands of users to justify its efforts

a. The Access Grid does this; it brings high-end devices, like the CAVE, to the desktop.

b. Workbenches utilize lots of grid components, but make them transparent to end users.

c. We need the moral equivalent of “Intel inside.” “Alliance inside” awareness will justify our efforts to NSF program managers and justify our costs.

6. Alliance National Machine Room (ANMR)

The last item means we need good PR!
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7. Alliance Access Grid

We should build on existing [commercial] tools, but we don’t have to be compatible with them. We should be adding value for the scientific community. We should grow “up” from commercial products and grow “down” from high-end systems (such as CAVEs for doing tele-immersion).
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•

Environments to support distributed group
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Enhance the Alliance ACCESS Centers
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Supporting distributed meetings, training,
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8. Post-Web Computing Environment
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9. Alliance Reference Grid Architecture

The yellow boxes (COLLABORATION ENVIRONMENTS, REMOTE VISUALIZATION, REMOTE DATA, REMOTE INSTRUMENTS, and DISTRIBUTED COMPUTING) represent application domain toolkits. They need horizontal interfaces as well as vertical. GRID MIDDLEWARE needs to be accessible to all application-domain toolkits. 
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•

NSF has decided to move up the schedule

for the PP to insure FY00 funding will have

fewer delays

•

This means that we will be writing program

plan about two months earlier this year.

•

To guide the writing we will be developing

Alliance wide technical roadmaps

•

EC Technical Committee to coordinate


10. FY00 Partner Program Plan (PPP)
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•

FY99 Development schedule March 1st

•

Draft technical roadmaps by April 1st

•

Program plan writing assignments April 1st

•

Roadmaps completed by May 1st

•

First draft program plan sections May 1st

•

Final program plan drafts by June 1st

•

Alliance 99 Meeting ~ PPRP ~ Sept 1st
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•

Computational Grid to support the Alliance

•

Linking and integrating major Alliance

resource centers (PACS sites)

•

More closely integrating Alliance sites

–

scheduling, mass storage and I/O, user

accounting, user support, resource namespaces

–

network infrastructure, security, planning

•

Lead the country in Grid development and

deployment

NSF has accelerated the schedule so funding is available sooner. The PPP is due July 1. Below are tentative deadlines.

11. Team B/C Breakout

Note: The G-Force Team and interested parties left the room for an ANMR Breakout. Team B/C discussed general issues before having individual breakouts.

Goals:

· Refine Access Grid and Problem Solving Environments (PSE)

· Divide labor among ET, AT, and PACS to maximize efforts

· Define framework/process for defining PSEs. We can’t define the actual tools—this is an ongoing process.

· Define high-level interfaces on top of CORBA, etc.

· Define APIs

· Put object “wrappers” around components

· Use “wrappers” to build workbenches/toolkits.

· Open toolkits are important. We have Habanero, Globus, VisAD, etc. How do they work together?

2nd Datorr Workshop

This is a series of workshops to develop open interfaces for desktop access to remote resources; i.e., interfaces for the client and for the server, with middleware in-between. One of its goals is to bring the community together and define a common architecture for post-web-based computing. The meeting takes place in Sandia on February 15-16, 1999. For more information, see 

http://www-fp.mcs.anl.gov/~gregor/datorr/
http://www-fp.mcs.anl.gov/~gregor/datorr/sandia/datorr_cfp.html

12. Computational Grid and Access Grid Architectures

To better distinguish the computational grid from the access grid:

· The Computational Grid focuses on the Alliance National Machine Room

· [image: image9.wmf]Post-Web Computing

•

Problem solving environments that take full

advantage of the Web, Computational Grids

and Access Grids

–

Tools to support the rapid prototyping of new

classes of problem solving systems

–

Integration of computing, networking,

presentation, workflow, visualization and

collaboration technologies

•

General tools for constructing workbenches

The Access Grid lets distributed groups do distributed computing on distributed resources collaboratively.
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•

Accounts  

(partially addressed by PACS and G-force )

–

user ids, home filesystems, policies, user notification

•

Accounting and Usage Reporting 

(New start?)

–

unified resource allocation mechanism and reporting

•

Scheduling 

(Globus, Condor and Team A?)

–

single point scheduling, resource reservations, monitoring

•

Input/Output Model and Modes 

(MPIO, Condor, HDF)

–

common APIs and meta-environments

•

Data Management Environment 

(Globus GASS, HPSS-G)

–

common data management utilities, policies, migration, etc.

•

Resource Namespace Integration 

(Globus?)

–

simple, understandable, predictable resource namespace

•

User Support Environment 

(PACS + LES)

–

one stop shopping for information about the user environment

[image: image12.wmf]Access Grid Architecture

 Networking, Computational and Display Device Services

 Aggregated Services, Stream Mixers,  Resource Arbiters 

 Collaboratory Services, Scope Management, Access Control 

 Floor Control, Shared Applications Interface and Management 

 Sequencing, Scripting and Agenda Management  

Ag5

Ag4

Ag3

Ag2

Ag1

Ag0

 Media Services, Stream Routers, Display Management 

Policies and Domain Management Layer

Coordination and Accessibility Layer

Device Services Layer

 Aggregation or Resource Organization Layer

Modality Mechanism Layer

Goal and Objective Layer


[image: image13.wmf]Alliance Technologies Access Grid

•

Physical Display Environments (Ag0-Ag2 layers)

–

PARs, TeleCubical, ImmersaDesk3 (EVL)

–

ActiveMural (ANL), StationOne (ANL)

–

PowerWall (LCSE)

–

Giant Display Wall (Princeton) 

(New Connection)

–

ActiveSpaces (ANL, EVL, UIUC)

•

Collaboration Infrastructure (Ag2-Ag4 layers)

–

Habanero (NCSA), Virtual Director (NCSA)

–

Metro, CAVEav, Voyager, ManyWorlds(ANL)

–

Limbo-

Bambo

, CAVERNsoft(EVL)

–

StreamRouter

, 

ActiveDisplayPanels

, MPEG-Voyager 

(NEW)

•

Visualization Environments (Ag3 layer)

–

Remote SCIrun (Utah), Crumbs(NCSA), Java3D tools (NCSA)

–

Advanced Visualization Toolkit(ANL),


For the Access Grid, we need to think in terms of a layered structure (open architecture), per the diagrams above. We currently have lots of technologies, but no framework. We have been building “stove-pipe” solutions. However, while looking at the bigger picture, we can’t delay progress on “stove-pipe” efforts either. We need to inventory:

· the technologies we have

· off-the-shelf technologies

· integration needed
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•

Goals

–

High Visibility Brand Name Facilities, Capabilities and Services

•

ability to project named resources to the community

•

create strong virtual identity

–

Virtually Integrated Physically Distributed Systems

•

integration via virtualized services and resources

•

need a complete and flexible model

–

End User Use Transparency

•

utilize existing use modalities and project natural extensions

–

Structured Aggregation of Systems

•

management via some hierarchical structure

–

Adoptable Administrative Model

•

techniques must map to known systems admin models


Geoff Fox brought up the “document object” model. PACI has sophisticated “objects,” including 3D, and sophisticated devices. EOT worries about universal access, which needs to be part of the access grid. 

13. Scenarios

We can’t go from demos to science until there are missing pieces in place. For example, Glen Wheless can collaborate remotely, but can’t access database information in real time as part of the collaboration. We need Application QoS to load data in the background while not destroying interactivity. Another problem is that Glen needs an ImmersaDesk; he could use the CAVE simulator, but this still constrains him to SGI hardware.

Tom Ruwart wants to do terabyte visualization and analysis. For large CFD datasets, the pieces exist but don’t work together. He uses the vBNS to either process remotely (and do visualization locally) or visualize remotely (and analyze locally). Sometimes the networks are down. To collaborate with remote colleagues to analyze data:

· The ability to move the data (to do volume rendering locally) or move the images (render remotely) is missing

· Meeting/collaboration software (i.e., video teleconferencing) is missing

· Software to determine what collaborators are looking at is missing

Tools exist, but are written in Java (e.g., Habanero, VisAD). This solution isn’t scalable to terabyte data files. Bill Hibbard and Larry Jackson could do a Java solution, but the data files would have to be smaller. We could down-sample the data for low-speed connections. We could have several Sun workstations doing Java, and video mix (tile) the solutions together. 

Vendors fear to tread in the high-end arena. We should use existing tools to simulate high-end environments.

To solve Ruwart’s problem, we should first use the various capabilities that currently exist for meetings, visualization displays, etc. That is, we should have various computers and display devices side-by-side to simulate a scientist’s analysis workplace. Later, we can determine how much integration we want to do, or see if vendors will adopt. With multiple computers, however, we don’t want multiple keyboards. We need to move to voice control. We need to integrate these display technologies in “active spaces” rooms.

High-end technology and every-person accessibility are somewhat at odds with each other. We need to build special-purpose tools for application domains accessible from PCs or laptops (e.g., develop tools to support a distributed site visit). However, we can limit the sites to those with adequate technology and still be successful. We should start with limited sites and attempt to down-scale over time (else we’ll stymie ourselves).

PSEs are trying to harness all the tools available and put them in a package that AT teams can quickly assemble to do their work. Currently AT teams are building their own tools. We need to give them more leverage by packaging tools they can use.

Need mathematical models (analogous to data models and event models) that characterize display devices.

We need an ET/AT meeting to determine what AT teams need and what ET teams can provide. Need multi-way interactions. Rob Fowler said Team A has the same problem—e.g., is Jim Browne’s DAGH a PSE that people want/need, or should he be funded to do something else? Rob proposed a meeting in March. Perhaps we hold two meetings: one in February to hear AT requirements and one in March to present ET plans and revise.

Two scenarios were discussed:

· PSEs

· Access Grid

Problem Solving Environments (PSEs)

Example: Environmental hydrology uses VisAD and Globus. Users want multi-disciplinary earth science efforts (rainfall, runoff, etc) coupled in a configurable way for data fusion and collaboration. The software environment we build needs to be independent of a specific discipline. Features need to include:

· Multi-disciplinary models (some data could come from instruments instead of simulations)

· Coupling

· Fused visualization

· Distributed collaboration

· Collaborative software development

· Software development mode (PSEs)

· Information archives

Access Grid

Example: Distributed Site Visit, with

· Collaborative presentations

· Demonstrations (renames “super” presentations) with dynamically generated data, not stored data

· Open group discussion

· Private group discussion (executive sessions)

· Synchronous mode

· Preparation and post-analysis (asynchronous mode)

This is a framework that incorporates technical and management interactions. 

NetMeeting (commercial software) was used this year for collaborative presentations. MPEG couldn’t be used in demos; commercial software not available.

Distance Learning is analogous to the Site Visit scenario, except the back-end is different. It requires the National Machine Room. We would use this environment to teach ourselves about what it is we’re developing.

14. Breakouts








WORKFLOW MANAGEMENT/COLLABORATIVE TOOLS (


(unified floor control, management of data streams in a coherent way)





MANAGEMENT OF SERVICES (





SERVICES (A/V, etc.) (





DISPLAY DEVICES (desktops, CAVEs, etc.)
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