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1
Introduction
 Disaster recovery efforts from around the world have become a focus of the Telemedicine Center at East Carolina University (ECU) http://www.telemed.med.ecu.edu and the Institute for Interventional Informatics (I3) (www.pulsar.org).   Over the past 10 years ECU has been providing clinical consultations to rural North Carolina in over 30 different medical specialties.   Recently funded by the National Library of Medicine (NLM) and the National Institutes of Health (NIH), we are currently building a knowledge base for the practice of Telemedicine over Next Generation Internet (NGI).    We have built a diverse team of clinicians and technicians with extensive resources and expertise.  

Most recently, The Telemedicine Center at ECU demonstrated its real-world experience and practical methods to provide relief efforts for the short term and long term health problems affecting the citizens in our region in the aftermath of Hurricane Floyd.     Ten’s of thousands of people were affected, many needing medical care that ranged from acute injuries to chronic, long term care.  The Telemedicine Center at ECU set up emergency telemedicine systems in area shelters isolated by floodwaters and hurricane damage. In rapid response time, telemedicine equipment was airlifted into these areas and military vehicles were used to move personnel between sites.  Currently, an important use of telemedicine in disaster relief is communication between medical staff, triage of acute illnesses, management of chronically ill patients, and mental health care counseling.   

RIMPAC2000 (code name Strong Angel) is an exercise scheduled for June 11-16, 2000. The RIMPAC project is a civilian-military humanitarian exercise organized by the United States Navy Third Fleet. Contributors to the demonstration project include various branches of the United States military, United Nations relief organizations, and members of academia and the private sector. The project is designed to build extensive knowledge and experience in developing a response plan for the delivery of human aid, medical support, supplies and medical information. For this exercise, we plan to establish an interactive Telemedicine link between a remote area in Puu Paa, located off the northwest corner of the Big Island of Hawaii and a Bridge at East Carolina University (ECU).    The Bridge at ECU will facilitate global connectivity to medical facilities on the U.S. mainland and the seven countries participating in this exercise. Through this connection, the Center will demonstrate how to implement a telemedicine rapid response model, in which hybrid communication technologies will be deployed to create a referral matrix for medical assistance in disaster situations. Specialized Telemedicine toolkits will be deployed that can be adapted to the information architecture of any location or type of disaster on the planet.   The knowledge base built from this exercise will facilitate a real-world plan for Telemedicine in global disaster response.

2.
Processes to be Tested

These are the clinical processes to be tested:

1. Patient to Physician Telemedicine consults using real-time interactive video over IP to global sites.
2. Perform real-time speciality medical consultations in 10 different medical specialties.

3. Test a variety of clinical diagnostic tools and their clinical efficacy in an IP WAN environment.   Tools include dermascope, otoscope, vital signs monitor, pulse oximeter.

4. Implement Store/Forward medical consults using PCs/ software

5. Collect medical records and successfully transmit across the network with encryption.

3.  What we test – the architecture and the equipment

ECU will provide a functional Telemedicine Practice Suite at the remote site including CODECs, diagnostic tools, and a Patient/Presentor workstation.   ECU will also provide a Telecom Bridge in North Carolina capable of multi-site ISDN, T1,  ATM and Internet connectivity.   The Telemedicine Practice Suite will consist of clinical tools, IP and conventional CODECS, and support software and hardware.  The quality of video and audio will be monitored in two fashions:

1. Engineering metrics.

2. AV Studio metrics

These tests will be compared to a non-network video system, basically a closed circuit system.
4.   How we test


In general, we wish to test the effects of network load on the quality of the telemedicine applications.  We must first determine the metric for the degradation.  Examples of metrics include the following:

· Video frame-rate loss

· Video degradation

· Audio drop-outs

· Audio degradation, which will occur only if 2 byte packets are used and audio data packets are lost

· Audio/video synchronization

Experimental Protocol (Methods):

· The telemedicine application will provide the inputs to the IP CODEC

· Test multiple CODEC (encoder/decoder) techologies to determine optimum performance and settings.

· Codec connects to the Ethernet Switch which connects to the router.

· Router connects to USAT uplink.

· Network management protocol will be TCP/IP.

· Signal is evaluated at the Bridge in North Carolina to determine performance.

The long-term goal of this effort is to build a global infrastructure which is NGI compliant and can support clinical needs as part of disaster response in a global environment.  This setup will be configured to support real-time IP video, NGI, biosensors through telemetry, and store/forward clinical telemedicine applications.   Our attempt is to build a nomadic computing network matrix with links to the 7 countries participating  in the Strong Angel exercise linked through the ECU Bridge.

We are planning to establish a telecommunications link that will facilitate multiple T-1 bandwidth channels for the first 20 days of June, 2000.   The two sites we need linked are the northwest corner of the Big Island of Hawaii on a region called Puu Paa (  019.59.11.6 North 155.42.15.2 West, 3400’ altitude) to the Bridge at ECU (035.48.69 North  078.13.66 West  20’ altitude) in Greenville, North Carolina.  

One goal of this mission is to build partnerships with international experts in providing on-demand bandwidth, clinical expertise, and next generation internet tools for medicine.  We will test a variety of real-time and store-forward tools for the practice of medicine in a Global IP environment.

Support technology needed for Strong Angel:


T1 wireless connectivity from Hawaii to North Carolina


2 Portable ground stations (full duplex 1.5 mb/s minimum)


2 T1 Multiplexors 


768kbps Bandwidth to the Internet


Power source (generator or solar) for remote operations


Wireless 100mbps network with 5 mile range

Ethernet switch, router, hub, and network cards


We will need this network link in place June 1 through June 20.  We will need confirmation on available bandwidth by the end of January, 2000.   We would like to have at least 2 T1’s in place to test different network architectures.

The two sites we need linked are the northwest corner of the Big Island of Hawaii on a region called Puu Paa (  019.59.11.6 North 155.42.15.2 West, 3400’ altitude) to the Bridge at ECU (035.48.69 North  078.13.66 West  20’ altitude) in Greenville, North Carolina.  

