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This appendix provides details regarding the Five-Phase Management Process that DoD  will use to address the Y2K problem.  Exit criteria are included for each phase.

A.1
AWARENESS PHASE

Obtaining leadership Focus is the key in the awareness phase.  Leadership must understand the size, pervasiveness, and scope of this problem, prepare necessary plans, and re-focus and prioritize their organizational missions to attack this problem.  There are over thousands of systems in DoD .  Just taking an inventory and establishing controls is a significant undertaking.  Fixing them all will require many thousands of highly skilled personnel working in concert.

Each Component’s leadership must decide the level of resources and attention allocated to Y2K solutions.  Attempting to prioritize and schedule systems, procure resources, and allocate funding requires management decisions and direction at the Component level.  While the actual “fixes” will take place in the trenches, placing those who will make these fixes in position requires significant planning at the highest level.  The first step in attacking Y2K is to establish a Component-level Y2K office and a senior point of contact who understands the technical issues and can work closely with the Service Chief or Agency Head.  Together, they can develop a Component-wide strategy and approach to effectively manage their Y2K campaign.   

All participants in the Y2K process must understand the need to collect and disseminate information on lessons learned and best practices.  Components should develop dissemination strategies and tools such as web sites, newsletters, etc.

A.1.1
Exit Criteria

The minimum exit criteria for the Awareness Phase are:  

· Component level plan initialized.

· Y2K POCs identified and trained for all organizations. 

· System users and owners identified and trained.

· Key DoD  and industry Y2K POCs identified. 

· Phase II (Assessment) strategy developed, documented, and distributed.

· Managers at all levels aware of Y2K potential problems.

· Initiate inventory of systems to be replaced, renovated, or decommissioned/ retired.

A.2
ASSESSMENT PHASE

The assessment phase deals with those activities required to define the size and scope of the problem, decide on the appropriate strategies to overcome it, and establish a plan to put the necessary resources against the right tasks to make systems compliant.  The primary deliverable is a project plan for each system (or group of systems, which together make up a function or mission capability).

The assessment phase begins with a complete inventory of a Component’s systems.  This inventory is used to gather the necessary information about each system and to initially understand the scope of the Component’s total problem.  An inventory should collect data in a standard format including system IDs, descriptions, components (language, platform, etc.), interfaces, owners/users/maintainers, and other relevant information useful to any future efforts such as prioritizing and scheduling systems for renovation.  Every system should be inventoried.  Systems not thought of traditionally as “information systems” also need to be inventoried.  These include, but are not limited to, basic infrastructure systems for communications hardware, biomedical equipment, environmental controls, building security, and elevators (additional information in Appendix C).

The detailed assessment of each system must include all hardware components, operating systems, DBMS, software languages and compilers, conversational monitors, system utilities, load libraries, archives, databases and files, and data interfaces and exchanges with other systems.

Only after a detailed assessment of each system has determined the size and complexity of its Y2K problems, can an estimate of the cost in terms of dollars and man-years be made.  Y2K problems will be solved with existing resources. Components may find it is impossible to do everything, so assign priorities for each system based on its importance and mission criticality.  When work cannot be completed for a system, the Component’s leadership may decide to terminate the existing system, or replace it with a Y2K compliant system having the same functionality. An alternative is a contingency plan that will allow the Component to continue the operational mission by other means, such as reverting to a manual process until resources are available for renovation.

During the assessment phase, some systems will be identified which need not proceed to the renovation phase, for reasons such as:

· A system will be terminated prior to January 1, 2000.

· A system will migrate to another system with the same or similar functionality before January 1, 2000.

· A system has no external interfaces and does not need to become Y2K compliant in the immediate future.

· A system has been determined to be compliant.

All external interfaces must be included in the assessment.

A.2.1
Source code

A one-to-one mapping of source code to executable code should be made in order to determine that the source code to be tested and locations collected in the Component's inventory actually correspond to the executable code running in production.  Once located, all code must be analyzed to determine if it handles dates.  In addition, its relationship to other code must be identified and understood.  The volume and type of code are important factors in assessing the level of effort (resources) required to renovate a system. 

Missing source code increases both the scope and cost of the project because it requires time and resources to develop both functional specifications and program specifications in order to rewrite the missing modules.  Many Components may discover programs for which source code is no longer available.  The Y2K issue requires that this code be examined to determine if any 2-digit date handling is involved. 

There are several ways to address this issue.  First, assess the impact of failure of this system and determine if there is already a replacement system in development.  If there is no replacement but the impact of failure is low, then the cost of rewriting or disassembling the object code may not be cost effective.  If there is no replacement or the impact of failure is high, consider one of the following options:

· Task in-house programmers to rewrite the code from the original specifications (if available) or disassemble the object code and attempt to re-create the source code.

· Send the object code to a vendor to re-create source code through a combination of software tools and proprietary products.  The final result should be source code that can be examined for Y2K compliance and is easily maintainable.

· Replace the system or terminate it.

A.2.2
Vendor Software

The operating system software and program products surrounding the application software may need to be replaced or renovated.  Check available Y2K web sites (JITC web site under “Vendor Product Data”) or software manufacturers’ web sites for information on compliance of vendor products. 

A.2.3
Embedded Chips

Embedded chips are subject to Y2K problems; they are essentially software in a chip.  Some embedded chips are components of automated systems or weapon systems for which the program manager has direct control of the contents of the chip.  The systems containing these chips are managed under the same 5-phase process used for other software in the system. 

Other embedded chips are components of commercial products within the infrastructure of DoD  installations.  Because the software in those chips is not directly under the control of DoD  program managers, the DoD  will employ the management plan outlined in Appendix C of this plan:  “Year 2000 Infrastructure Management.” 

A.2.4
Estimating Y2K Repair Costs

Consideration of budget and scheduling issues is required when doing any software maintenance.  The more that is known about a system, the easier it is to estimate the amount of time required to assure Y2K compliance.  Resources required will Deputyend upon the complexity of the program, availability of documentation, skill level of the programmer, and familiarity of the programmer with functional domain, programming languages, and tools used.  

At this point all technical issues that could affect the project should be identified.

Cost includes building the test environment, buying tools and services, adding hardware, upgrading operating system software and commercial products, etc.  A Cost Factors Checklist is included at Appendix D to assist in analysis of resources needed for Y2K.  The cost of modifying source code will vary.

As assessments progress, more detailed estimates based on projected engineering costs, person-hours, and testing requirements shall be used.  If a component has developed a more accurate means of developing a cost estimate, they may use it.  Components may base cost estimates on in-house cost models or actual fixes.  The Components must document the methodology used.

Procurements may be required at any point during the Y2K project.  An overall procurement strategy shall be developed during Assessment and refined in later phases. 

A.2.5
Developing a Plan

The Component’s plan, started during the Awareness Phase, shall be completed as the last step in the Assessment Phase.  The plan shall show, at a minimum;

· The start and end date for each phase, 

· The major steps to be taken in converting and testing the code and establishing the necessary infrastructure, and

· The resources required to accomplish these tasks. 

Beyond these basics, the project plan can be developed to whatever degree of detail is necessary at each Component.  It is critical that all systems within a Component be listed in the plan.

A.2.6
Contingency Planning (Guidance in Section 9, and Appendix H)

Components shall develop realistic contingency plans, including the development and activation of manual procedures, where necessary, to ensure the continuity of their core processes.  Cost estimates for each contingency action should be developed.

A.2.7
Exit Criteria

The minimum exit criteria for the Assessment Phase are:

· Phase II plan completed and distributed internally by the Component.

· Complete inventory of all systems and their external interfaces.

· Phase III strategy developed, documented, and distributed internally by the Component.

· Identification of 100% of systems to be replaced, retired, renovated, and certified as compliant.

· 100% of systems analyzed for Y2K  compliance.

· Y2K procurement and resource strategy and plan developed and completed by each Component.

· 100% of systems requiring renovation prioritized and scheduled for Phase III. 

· Risk management and contingency strategy developed and documented for each system.

A.3
RENOVATION

There are many strategies for renovation to make systems Y2K compliant.  Whatever strategy a Component uses, configuration management procedures should be employed to document all system changes.

DoD  will take advantage of Y2K compliant COTS or GOTS solutions whenever practical to replace a system that has Y2K problems.  Another replacement alternative is to port the application to a modern system architecture whose operating system and hardware have no Y2K issues.  Many older applications are simple enough that the data can be migrated to a database management system robust enough to provide the capability, eliminating the need to upgrade the old legacy source code. 

Tools that help locate dates and related fields, and in some cases, change those dates in the source code, provide a pre-defined set of field names such as "century", "year", "yy", etc., to which fields known to be dates in specific systems can be added.  The tools then examine the code for occurrences of the field names and track the flow of dates as they move from field to field.  The output produced by these tools helps pinpoint areas in the code that must be examined closely.

There is no silver bullet that will find all date fields in the code and make the necessary changes.  Scheduling systems for renovation will require careful coordination between systems that exchange data.  Where possible, the goal should be to convert related systems simultaneously to reduce the number of bridge programs that must be written. 

Below are some common strategies used during the Renovation Phase to fix Y2K problems.  Components are encouraged to develop unique and alternative solutions beyond those listed here.  In some cases a mixture of strategies will be needed.

· Fix the system – implement a solution.

· Retire the system – terminate. 

· Replace the system – migrate or single system replacement.

· Work-around – develop a work around for non-compliant system.

· Bridge – utilize a bridge to convert date data received from other systems.

· Patch – develop a patch code which will convert date data to a usable format.

· Wrapper – implement a wrapper around a system or systems.

· Live with – determine the date error will not impact the ability of the application to perform the Component’s mission.

· Conversion – convert the date data, processing and interfaces to a 4-digit year format.

· Combination – combine a number of various solutions which best meet the needs of the Component’s mission and the interfaces.
· Date Field Expansion – changing the two digits to four digits year fields in software and/or databases.

· Date Field Compression – compression of the two digit year field in a manner which will replace the two digit year code with a four digit year number at output.

· Encapsulation – shifting the year calculation or display downwards by 28 years.

· Windowing – use of a 100 (50 years for 1900s – 50 through 99, and 50 years for 2000s – 00 through 49) year window to convert data and code to the appropriate century.

· Bridging – converting data and coding to or from one type of conversion or “fix” to the “fix being applied in one system to another system.”

· Data duplexing – converting the two digit into a four digit year replica.

· Conversion - Consider changes in operating systems, compilers, utilities, domain-specific programming products, and commercial database management systems.

· Replace - Develop a new application, expand an existing application, or replace the functionality of a non-compliant system with commercial software.

· Terminate system or selected applications.

A.3.1
Develop Validation Approach

The Assessment Phase shall include development of a strategy and a validation schedule.  The schedule shall indicate general time frames for the validation of all systems.  Testing environments and human resources are important considerations.  Some reprogramming and procurement actions will require long lead times.

Devices that contain embedded chips with potential Y2K problems are normally fixed by replacing the chip.  If chips cannot be tested or validated by the manufacturer of the device as Y2K compliant, and the device is essential, you will need to replace it.

For each renovated system, Components shall develop and document validation plans and schedules.  Components shall establish a compliance validation process.  All test results will be documented and will be available upon request.

The list of Y2K vendors and tools on the Defense Information Systems Agency (DISA) homepage will provide more information on those vendors who have tools that may be useful during renovation.  The JITC web site contains information on tools called “Links to Y2K Tools.”
A.3.2
Exit Criteria

The minimum exit criteria for the Renovation Phase are:

· Phase III plan completed and distributed internally by each Component.

· Apply selected renovation strategy for all scheduled systems.  The strategy must be documented and communicated to interface partners.

· Phase IV strategy developed, documented, and distributed by the Components.

· Phase V strategy initiated by the Component.

· Risk management and contingency strategy updated with dates for implementation of the contingency strategy. 

A.4
VALIDATION 

Operational tests must include mission support functionality.

A.4.1
Testing Functional Operation 

Before testing, a complete system backup is required.  This will include operational software, system and application files, and mission-related data.  Additionally, make sure the system undergoing testing is totally isolated from other systems to avoid leaking future dates into your other systems and networks.   

Testing activity assumes that all COTS and/or GOTS products, including operating systems, and third-party software are considered Y2K-compliant by their vendors.  Commercial warranties that apply to all COTS software provide some protection.  Products that are Y2K ready, as defined by the vendor, will help to mitigate risks of system failures.  It is strongly suggested that Components test COTS and GOTS products for Y2K compliance if not listed in the GSA homepage as being Y2K compliant.  The GSA homepage can be reached through the JITC website under “DISA Related Sites and Y2K Links” and then under “Y2K Federal Sites.”

Routine tests will consist of a set of exercises or system operations that require the software to perform mission support functions exactly as it would in normal operation.  The test observations will include data presentations and displays as well as mission-related system functioning.

Operation from N minutes prior to X minutes after Midnight, December 31, 1999.  The object of this test case is to verify the software can survive the critical midnight transition and continue to process properly.  This test case can be combined with the data entry verification case (below).  The N and X should be chosen to allow the system to settle after the dates have been changed to ensure that the test results reflect the system’s normal functioning and not its reaction to an abrupt change in the date or time.

Enter Time/Date-Deputyendent Data into system prior to midnight and observe operation through midnight to verify data entered into the system can survive the transition and, after the transition, be processed correctly.  This test case can be combined with the routine operation test case (below).  The N and X should be chosen to allow for the system to settle after the dates have been changed to ensure that the test results reflect the system’s normal functioning and not its reaction to an abrupt change in the date or time.

A few systems with geographic dispersions across international datelines may need to test a situation where parts of the system using local time, such as workstations, are in the 20th century and attempt transaction with remote parts that have already transitioned to the next century.

Complete the schedules for unit, integration, and system tests following the conversion of individual application and software modules.  Coordinate scheduling with other Components to ensure that all system components, including data bridges or filters, are available for testing.  Systems may move between renovation and validation in a spiral or incremental cycle.  Test schedules must include time for regression testing.

Implementation of Y2K compliant systems and their components requires extensive integration and acceptance testing to ensure that all converted or replaced system components perform adequately.

Renovated systems must also be tested for any new software bugs introduced while fixing Y2K problems.  DoD  Components will need an extensive period of time to adequately validate and test converted or replaced systems for Y2K compliance.  Testing and validation may consume over half of the Y2K program resources.  The duration of the validation and test phase, and its cost, is driven by the complexity inherent in the Y2K problem.  DoD  Components must not only test Y2K compliance of individual applications, but also the complex interactions between scores of converted or replaced computer platforms, operating systems, utilities, applications, databases, and interfaces. 

Some systems may not be able to shut down their production operation for testing, and may need to establish a realistic test environment to preclude damage to production data.  The need for separate test facilities must be determined as each system is renovated.   In some cases, where hardware and operating system suites are identical, it may be possible for a single test environment to be used for more than one system.

A.4.2
Additional Test Cases

Components need to be aware that there are some systems that process dates in ways that require additional testing.  Systems that make future projections or analyze past data will require tests associated with those functions.  Each such test will necessarily consist of four parts, one for each of the critical midnight crossings described above.

· If a system has data recording and playback capability, test cases must be developed that play back information recorded during each of the critical midnight crossings.  These playback tests should consist of two parts:  1) Initiating a playback prior to midnight and extending through the crossing; and 2) Initiating a playback after midnight.

· Cross-Over Failure is a situation in which the master computer fails and a standby computer assumes control of application processing.  For systems that employ a contingent or backup computer for use in case of the failure of the primary computer system, tests are necessary to ensure Y2K compliance of the total system when cross-over occurs. 

· Cross-over test cases frequently expose shortcomings in software design and implementation that routine test cases do not.  In each case, the test should be initiated as close to the midnight crossing as possible.  The goal of the test is to force the backup computer to begin operation after the midnight crossing with data that was accumulated prior to the crossing.

· If a system calculates any sort of aging (e.g., 30 days past due, 45 days past due, etc.), identify these aging periods and derive the correct calendar dates to test them in your system. 

· Leap Year Testing - Make sure to include the following dates in leap year testing:

Leap Year:


02/28/2000


02/29/2000


03/01/2000

Not Leap Year:


02/28/2001


02/29/2001 (should reject)

Leap Year:


02/28/2004


02/29/2004


03/01/2004

A.4.3
Data Layer

Dates Expanded to 4-digit year must be tested for successful expansion and conversion (make sure dates in the correct century are among them). 

Dates left with 2-digit years will use new logic to handle a 2-digit date field.  All processing with that field needs to be tested to make sure the century is derived correctly. 

An embedded date is one which is used as a component of a larger alphanumeric field.  Check your system for embedded dates and verify that all processing for those fields is correct. 

Archived data files used weekly, monthly, quarterly, or annually should be tested to verify the files can be read and processed correctly.  Many systems also have back-ups to be used for recovery.  Whatever solution has been selected for dealing with these must be tested.

A.4.4
Independent Verification 

There are several options to accomplish the independent verification, any of which is acceptable.  These are:

· When systems are tested by a contractor, the program management office should verify and validate the work completed by the contractor as part of the acceptance testing.  If it passes all Y2K-related validations, the PM office has accomplished an independent verification.  

· When an IG office has reviewed the test procedures and results and has found them to be acceptable.

· When the tests have been verified and validated by a DoD  independent facility such as JITC.

· When an independent contractor is hired to verify a standard process was followed and that test results the system is Y2K compliant.

A.4.5
Y2K Compliance Certification

System developers/maintainers along with the system’s functional proponent will certify and document each system’s Y2K compliance.  A sample Y2K compliance checklist is in Appendix G.  Y2K Compliance Certification, states that “A signature by the System Manager, the Project Manager, and the customer on the checklist confirming that testing in accordance with the Management Plan was completed and the results indicated that the system is compliant constitutes certification of Y2K compliance for each system.  The signed checklist should be retained as part of the system documentation at the Component’s office.

Acceptance testing is the final stage of the multiphase testing and validation process.  During this phase, the entire information system--including data interfaces--is tested with operational data.  Some interfaces may be simulated due to operational limitations.

Some tools are available that change the system date for an individual batch job.  This allows Components to determine how specific programs or systems will handle processing for any chosen future date.

Testing should include a number of critical dates to ensure compliance, so that no problems occur before, on, or after 1 January 2000.  The algorithms of systems and chips need to be tested for forward and backward processing.  Not all systems need to test for all dates listed.  Attention to detail in the assessment phase will accurately determine which dates will impact a given system.  The program manager and the customer determine which dates must be tested for any particular systems.

The following are the most critical future dates for date compliance (two that have passed), many of which impact Y2K solutions, that should be considered for testing at this phase include:

· November 2, 1997 – Overflow HP/Apollo Domain OS.

· January 1, 1998 - to ensure that the digits “98” do not trigger a red flag, result in erroneous branching, or otherwise cause a processing error or that “time error” faults occur.  Also to ensure that December 31, 1997 was calculated as the 365th day of 1997.  [Found in Y2K patches in mainframes and elsewhere.]

· January 1, 1999 - to ensure that the digits “99” do not trigger a red flag, result in erroneous branching, or otherwise cause a processing error or that “time error” faults occur.  Also to ensure that December 31, 1998 was calculated as the 365th day of 1998.   [Found in Y2K patches in mainframes and elsewhere.]

· FY2000 for business and industry – Deputyending on the business the FY could start on  March 1, 1999, July 1, 1999 or match the government fiscal year of October 1, 1999.

· August 21, 1999 GPS EOW Rollover Event #1.

· August 21-22, 1999 Overflow of “end of week” rollovers (e.g. GPS).

· September 9, 1999 (9/9/99 or possibly 9999) - to ensure the digits “99” or “9999” do not trigger a red flag, result in erroneous branching, or otherwise cause a processing error.

· October 1, 1999 - first day of Fiscal Year 2000.

· December 31, 1999 – end of file indicator for some old systems.

· December 31, 1999 – another end of tile indicator for some old systems.

· January 0, 2000 - – to ensure this date is NOT processed [some spreadsheets and database applications do have this problem & count January 0 as a day before the 1st].

· January 1, 2000 - key date in any compliance testing.

· January 1, 2000, 1200 hrs (noon) – embedded date chip failure has been found.

· January 3, 2000 - first full work day in the new year.

· January 4, 2000 – for those who have Monday as a holiday.

· January 10, 2000 - first 7 or 8 character date in YYY/M/DD format (2000/1/10 or 2000/01/10).

· February 28, 2000 –- to ensure the leap year is being properly accounted for.

· February 29, 2000 - to ensure the leap year is being properly accounted for.

· February 30, 2000 - to ensure that this date is NOT processed [found in some PC applications].

· February 31, 2000 – to ensure that this date is NOT processed [found in some PC applications].

· March 1, 2000 - to ensure date calculations have taken leap year into account.

· October 10, 2000 - first 8 character date using a two digit month (2000/10/10).

· December 31, 2000 - 366th day of the year.

· January 1, 2001 - first day in the 21st Century.

· February 29, 2001, 2002, 2003 – to ensure that this date is NOT processed as a leap year.

· September 8, 2001 - to ensure the digits in 9/8/01 are not reduced to“99” thereby triggering a red flag or causing erroneous branching or other processing errors.

· After January 1, 2002 – or any other date past this day, to ensure no processing errors occur in backward calculations and processing of dates in the 1980s and 1990s at this point in time.

· January 1, 2004 - Simplex System date failure (used in security, access and fire systems).

· February 29, 2004 – to ensure that this date is processed as a leap year.

· December 31, 2004 - the 366Th. day of the year and the 53rd week of the same year.

· January 1, 2010 - Overflow ANSI C Library.

· April 6, 2019 GPS EOW Rollover Event #2.

· 2024 – overflow problem with older UNIX and other systems – precise date and cause are still being researched.

· 2030 – a breakpoint in MS windowing system – 2029 and 2030 will imply 1930.

· September 30, 2034 - Overflow of Unix time function.

· January 1, 2037 - Rollover date for NTP systems.

· January 19, 2038 - Overflow of Unix systems, C and C++.

· November 20, 2038 GPS EOW Rollover Event #3.

· September 18, 2042 - Overflow of IBM System/360.

· July 6, 2058 GPS EOW Rollover event #4.

· 2072, exact date TBD– Overflow of Milstar Operating System.

· February 19, 2078 GPS EOW Rollover Event #5.

· October 5, 2097 GPS EOW Rollover Event #6.

· February 28, 2100 – last day of February – NOT a leap year.

· March 1, 2101 – “Terminal date” used to encompass all established rules for calculation of dates and calendar events.

A.4.6
Exit Criteria

The minimum exit criteria for the Validation Phase are:

· Complete system testing.

· Complete system certification.

· Test and certify all interfaces.

· Updated contingency plan.

· System must be tested on a compliant domain and in an operationally compliant environment.

· Waivers must be obtained for any system that will not be validated in a compliant environment by the January 31, 1999, date required for completing validation.  These waivers may be requested by Component memorandum to the OASD(C3I).

Complete Phase 5 Implementation Plan

A.5 
IMPLEMENTATION

Once renovated, validated and certified, the now Y2K compliant system can be implemented.  The transition from a non-Y2K compliant environment to Y2K compliance is difficult and complex.  

A.5.1
Scheduling

The Y2K implementation schedule must deal with uncertainties common to all large system development efforts, and should indicate all major milestones and the critical path for completion of the Y2K program.

A.5.2
Implementation Concerns

All data issues and interagency concerns must be resolved prior to implementation, ensuring that:

· All outside data exchange entities are notified.

· Data bridges and filters are ready to handle non-conforming data.

· Contingency plans, developed during the Assessment Phase, are updated and in place in case invalid data are received from an external source.

· A process is in place for validating incoming external data prior to running live applications.

Archived databases and flat files may need to have their fields expanded from 2-digit to 4-digit year fields in order to work with the new software.

A.5.3
Exit Criteria

At a minimum the exit criteria for the Implementation Phase are:

· Risk management and contingency strategy updated and distributed.

· Systems successfully integrated and operational.

Implementation completes the phases delineated in the Y2K Management Plan.  A period of close monitoring of systems should follow up to and past the year 2000 change.   All verified problems related to the Y2K should be documented.  Additionally, other key dates, such as leap year dates, should be watched carefully for Y2K related problems.

Additional guidance on the Five-Phase Management Process may be obtained from the Federal Chief Information Officer Council at www.itpolicy.gsa.gov.

Guidance for systems under development

New systems; with delivery dates after January 1, 2000 do not need to be tracked in the five phase process.

New systems with delivery dates before January 1, 2000, that are replacements for retiring discontinued systems should be tracked and reported as a system under renovation using the procedures outlined above.

A.6.1
Planning

Introduction of a new system just after January 1, 2000, poses special problems.  Extensive testing is required to demonstrate the system will operate properly using dates in the 1900s and the 2000s.  This special situation must be acknowledged and the software development schedule should reflect this need for extra test time.  Likewise, additional time should be allocated for implementation and new user training to insure a smooth transition to the new system.

A.6.2
System Testing

As per ASD(C3I) guidance, new systems are required to be Y2K compliant at time of delivery.  While it is outside the scope of this document to specify extensive test plans for new developments, at a minimum, the Software Test Plan for the new system should include tests similar to those discussed in the Validation section, Section.  Similarly, interface documentation should be carefully reviewed to ensure all interfaces are Y2K compliant.  Use of four digits for years in date fields is strongly encouraged.
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Implementation

Renovated and validated system is installed at all operational sites.

Validation

Must test on a compliant domain and in a compliant  environment

Renovation

System is repaired and becomes Y2K compliant.  

Assessment

Assess systems.   Is it Y2K Compliant? If not, decision is to terminate, replace, or renovate.  

Awareness

Learn about the Y2K problem and how it affects IT.
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