Notes

Real-Time Control and Management of Distributed Applications using IP-Multicast, Peter Parnes, Kåre Synnes,Dick Schefström 


http://www.cdt.luth.se/~peppar/docs/im99/im99.pdf

idea : 

basically, it's tightly related to media.

you can nothing with the network , but you can get better perceived QoS. And Adaptive Application is possible. well. then it should be easy to remote control the whole (sub) network flows. we even can view the scenario intuitively. and another idea is , maybe we can think about the adaptive architecture for collaborative computing.

The Programmers' Playground: A Demonstration

Kenneth J. Goldman, T. Paul McCartney, Ram Sethuraman, Bala Swaminathan 


http://www.cs.wustl.edu/cs/playground/papers/mm95/index.html

idea : 

the idea is very great! supporting dynamic end-user configuration of distributed applications,separation of communication and computation.

visualization-access-point can be used to provide costmized data-visualization system which can provide different views of the same data 

to users since use himself define how to view the data. 

Philip Isenhour, "Sieve: A Java-Based Framework for Collaborative Component Composition" 


http://simon.cs.vt.edu/sieve/

idea:

tons of ideas can be created based on this articles.       

A Simple Shared Data Space For Web-Based     Distributed Collaborative Applications,               Carmine F. Greco


http://www.cs.duke.edu/ari/cisi/relay/html/paper/paper.html

idea:

    addressing the problem of shared data for DCA(distributed collaborative

application). how do we maintain cache consistency in a shared data space 

for DCAs?

   keywords:  

   caching 


: accessing data is faster and cheaper

   unsynchronized access : more flexible

   eventual consistency     : user can tolerate shor-lived inconsistencies as 



 

  long as they are guaranteed eventual consistency.

   cache replicate shared data on user's machine;

   client-side updates are handled throgh a cache/application API

   cache consistency is enforced with an eventual consistency protocol

  short-lived inconsistency is tolerable for some applications(most app, I 
think)

  instead of central single server, server hierarchy should be supported.  

  off-line collaboration is a new idea : record all the update events when 

  the end-user is off-line, then do them after re-connected.

  well, if we introduce the events, then distributed clock should be used.

The Digital Puglia Project: An Active Digital LIbrary of Remote Sensing Data

             Giovanni Aloisio, Massimo Cafaro, Roy Williams

             Proceedings of the 7th International Conference on High Performance

             Computing and Networking Europe. April 12 - 14, 1999. 


http://wwwint.cacr.caltech.edu/SDA/publications.html

Oct 31,1999

R. Raje, M. Boyles, and S. Fang. "CEV: Collaborative Environment for Visualization Using Java-RMI",

       Concurrency: Practice and Experience Journal, Vol. 10(11-13), 1079-1085 (1998) -- Editor: Geoffrey Fox

       -- Publisher: John Wiley & Sons, Ltd. A Version of this paper was presented at 1998 ACM Workshop on

       Java for Science and Engineering Computation. 


http://www.cica.indiana.edu/vrve/projects/index.shtml( !!!)

ideas:(like tango)

     users are geographically dispersed,private view , globle view

     powerful server & thin client(only brower needed)

     put everything on server side, including computational intensity of image 
generation (through RMI)

     round-robin algorithm to select "Master"


DOVE: Distributed Objects based scientific Visualization Environment 

       Mark Abbott and Lalit Kumar Jain

       Oregon State University, Corvallis

http://www.cs.ucsb.edu/conferences/java98/program.html(!!!)

ideas:(it's great, I should say)

     architecture: 3-tier:  view , server and database(see the picture)

         client----| CORBA|-----Server-----Backend

       server ----dispenser--- rigister interface, authentication & scheduler

     client support remote serialization for later use.

     seralize the view(or scenario) everytime , so if dispenser crashed, 

we can easily recover all the registered info.


(with James "Bo" Begole, Craig A. Struble, and Clifford A. Shaffer), "Transparent Sharing of Java Applets: A

Replicated Approach," Proceedings of the 1997 Symposium on User Interface Software and Technology (UIST'97),

ACM Press, NY, 1997, pp. 55-64. [PDF version] 


http://www.sunlabs.com/people/randy/

ideas:(in fact, this is a good summary for the architecture )

and many good references.

Collaboration-aware & Collaboration-transparency

          centralized architecture & replicated architecture

         "externalities" , refer to objects that can not be replicated, which

represent resources outside the portable java environment.

         1) unanticipated sharing: a person should be able to initiate sharing



an app at any time during  that program's execution.


2)late-joining to a session should be allowed.


3) lower network traffic requirements


4) support Applet migration

             in general , there are two approaches : event replay & image-copy


   here, it uses image-copy


5)proxied externalities.(using RMI)
my ideas: I think implements

a shared socket , which encapsulate the real socket and provide the share-ability as well.

Nov 1,1999

Web based Thin-Client Architecture for Collaborative Visualization (PS PDF)

   N. Osumi, M. Shinya, T. Mori, T. Sunaga, C. Bajaj, S.&n bsp;Cut chin, and R. Merkert.


http://king.ticam.utexas.edu/CCV/projects/collabweb/papers/


http://king.ticam.utexas.edu/CCV/(good sites)

many good references

ideas:  

          this is a description about shastra


collaborative data management, session management,network resource discovery, and dynamic client coupling are provided.


kernel's may enter and exit at any time and this will not effect the behavior of any of the other kernels.

A distributed blackboard architecture for interactive data visualization 

    by Robert van Liere, J.A. Harkes, W.C. de Leeuw


http://www.cwi.nl/cwi/publications/reports/abs/SEN-R9820.html

ideas: 


blackboard + satellite(functional components)

          blackboard: variable management & event menagement


architecture:


1)Global Name manager


2)loacal blackboard


3)satellites


4)command


"transport by demand"

not finish yet

Abram, G. and L. Treinish. An Extended Data-Flow Architecture for Data Analysis and Visualization. Proceedings of the IEEE Visualization 1995 Conference         

A Reference Architecture for Distributed Collaborative Applications

ideas:

 
try to accommodate into a generalized model the most popular architectures which have proven useful for some classes of applications


* Replication :  centralized vs. Replicated(or hybrid one)


* Scenarios   :  synchronous vs. Asynchronous

architectures which have proven useful for some classes of applications


Flexibility: even allowing user to switch back and forth from one

archi- to another depending on the conditions(network,etc...)


consider adding collaborative functions on a layer-to-layer basis.

thus, we add coupling between different layers which would result in

different instances of the architecture.

          analysis the basic elements in collaboration system, then get

different combinations. this is the method here.but it seems make

things too simple to be true. in fact, the selected elements already

determine the final come out.

Cave6D:   A Tool for Collaborative, Interactive Immersive                                                
Visualization of Environmental Data


http://www.evl.uic.edu/akapoor/cave6d/pub/viz99/                                          

ideas:


data supports two modes: local and global


CAVE6D is a tool of collaboratively visualize multidimensional,time-varying,environment data in the CAVE/Immersadesk Virtual Reality environment.


Information Request Broker(IRB), provide a unified interface to all the networking

and database needs of the collaborative environment to support the distribution of data

across the clients.Channel is between local IRB and remote one.


generally there are two scenarios of collaborations: (1) one teacher and many students

(2)peers 

Leigh, J., Johnson, A. E., DeFanti, T.A., 

Issues in the Design of a Flexible Distributed Architecture for Supporting Persistence and Interoperability in Collaborative Virtual Environments, in the proceedings of

Supercomputing '97


http://www.evl.uic.edu/cavern/cavernpapers/

ideas:


CALVIN and NICE provided testbeds to prototype serveral of the ideas that would eventually form parts of CAVERNsoft


CALVIN employees DSM(distributed shared memory) to eliminate the need of the programmers to develop specific protocols for network communication.


both CALVIN and NICE : a central server is used to maintain cosistency across all teh participats.


for multicast, NICE has interconnected "smart-repeaters"; for slower clients, depending on it's throughput capabilities, smart-repeater perform dynamic filtering.


1)replicated homegeneous


2)shared centralized


3)shared distributed with peer-to-peer updates


4)shared distributed using client-server subgrouping

Collaborative 3D Visualization with Cspray

    Alex Pang and Craig M. Wittenbrink 

IEEE Computer Graphics and Applications, Vol. 17, No. 2, March - April 199


http://www.cse.ucsc.edu/research/slvg/cspray.html

Noam Nisan, Shmulik London, Ori Regev, Noam Camiel,  "Globally Distributedcomputation over the internet - The POPCORN project",

                             [ word97]. An interim report appeared as a poster paper in WWW6 - Sixth International World Wide Web Conference, held at Santa-Clara in   Aprill 1997.  


http://www.cs.huji.ac.il/~popcorn/documentation/index.html

ideas:

 
computelets

Distributed Object Systems in the Financial Services Industry 


http://www.expersoft.com/Resources/WPapers/wpapers.htm(!!!!!!!!!!!)

Sieve: A Java-Based Framework for Collaborative Component Composition


http://borg.lib.vt.edu/theses/public/etd-21698-23121/etd-title.html

ideas:


sieve is a java-based collaborative modular visualization environment(MVE).


radar views, collaboration is not so tight.


"push" event and "pull" data in dataflow

http://www.sdsc.edu/projects/Tecate/papers.html

store information on how to visualize the data with the data itself.

Bringing Your Visualization Application to the Internet

Lukas Mroz, Helwig L?ffelmann, Eduard Gr?ller

http://www.cg.tuwien.ac.at/research/TR/detailed_index.html(a very good!!!!!!!!!!!!)

ideas:


dynamic pipeline architecture

Nov 3,1999

An XML Architecture for High-Performance Web-Based Analysis of Remote-Sensing Archives

                Giovanni Aloisio, Giovanni Milillo, and Roy Williams

                September 1998


http://www.ccsf.caltech.edu/SDA/publications.html

ideas:


describe the use of xml 


xml service: different client have different states

