Assignment 2





Problem 1


Answer : Classification cover any context in which some decision or forecast is


made on the basis of currently available information. And classification procedure


is some method for repeatedly making such judgments in new situations. In KDD,


we assume the problem concerns the construction of a procedure that will be applied


to a continuing sequence of cases. In which each new case must be assigned to one of


a set of pre-defined classes on the basis of observed attributes or features.


	Both supervised and unsupervised learning are two distinct meanings of classification. While unsupervised learning is based on a given set of observations with the aim of establishing the existence of classes or clusters in the data. In supervised learning, we may know for certain that there are so many classes, and the aim is to establish a rule whereby we can classify a new observation into one of the existing classes.


	The following are issues relevant in selecting a classifier:


1)Accuracy. It's usually represented by the proportion of correct classifications.


2)Speed. In some circumstances, the speed is a major issue.


3)Comprehensibility. The procedure must be easily understood .


4)Time to learn. It may be necessary to learn a classification rule quickly in a rapidly changing environment.             








Problem 2


Answer : Fisher's linear discriminant is the oldest procedures. The idea is to divide sample space by a series of lines in tow dimensions, planes in 3-D and, generally


hyperplanes in many dimensions.The line dividing two classes is drawn to bisect the line


joining the centres of those classes, the direction of the line is determined by the shape


of the clusters of points.





Problem 3


Answer : The generic approach for developing a classification tree is:


1)partitioning into ranges


2)assigning a metric at the root node


3)assigning metrics for each leaf of the partial tree for I/O variables


4)rules described by the classification tree


As for the NASA software module :


1)partitioning into ranges. In this step, every metric has three ranges. The metric values


can be partitioned into the ranges by first sorting the data in increasing order.


2)assigning a metric at the root node. In partial trees, LINES, NUMBER OF


DECISIONS and NUMBER OF VARIABLES METRICS fall within the first ,second


and third ranges, their target class is marked '+' or '-' according to whether the component


belongs to the target class.


3)assigning metrics for each leaf of the partial tree for I/O variables. In this step, each child node(for each range) of the partial tree gets metrics.


4)rules described by the classification tree. In this step, some useful conclusions can be drawn,such as : "if the components I/O VARIABLES metric is in range1,then the target


class is Negative."





Problem 4


Answer : C4.5 is the name of a set of computer programs that construct classification models by using discovering and analyzing patterns found in records. At the same time


C4.5 is also the name of the principal program, a descendant of an earlier program called


ID3. The requirements for C4.5 are:


1)Atrribute-value description


2)Predefined classes


3)Discrete classes


4)Sufficient data


5)"Logical" classification models





As for the play/not play example, we have:








Problem 5(Optional)


Answer :














