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Problem 1


(a)Decribe the term Knowledge Discovery in Databases(KDD). Why has this field taken so much importance in recent years?


Answer : KDD is a new generation of computational techniques and tools which are


required to support the extraction of useful knowledge from the rapidly growing volumes


of data.


Based only on the traditional manual process is not a efficient way for analysts since 


it's the amout  and the number of dimensions of data are growing so fast.So KDD is


more and more important in recent years.








(b)Describee the KDD process including a brief description of the various steps involved.


Answer : The whole KDD process is itneractive and iteractive, involving numerous steps:


1)Learning the application domain: includes relevant prior knowledge and the goals of the 


application


2)Creating a target dataset: includes selecting a dataset or focusing on a subset of data.


3)Data Cleaning and preprocessing: includes removing noise of outliers if appropriate,


collecting the necessary information to model or account for noise.


4)Data reduction and projection: includes finding useful features to represent the data and


using dimensionality reduction or transformation methods to reduce the number of variables.


5)Chossing the function of data mining: includes deciding the purpose of the model derived by the data mining algorithm.


6)Choosing the data mining algorithm(s):includes selecting mothod to be used for searching for patterns in the data.


7)Data mining: includes seraching for patterns of interest in a particular representaional form or a set of such representations.


8)Interpretation:includes interpreting the discovered patterns and translating the useful


ones into terms understandable by users.


9)Using discovered knowledge: includes incorporating this knowledge into the preformance system, taking actions based on the knowledge.








(c)Briefly distinguish between KDD and Data Mining.


Answer : In short, Data Mining is only one step of the overall interactive KDD process.


Data minning involves fitting models to or determining pattern from observed data.


In particular , data mining algorithms consist of some specific mix of three components:


1)The model


2)The preference cirterion


3)The search algorithm


Well KDD is more complex and more steps involved as I described as the previous


question.








(d)Briefly describe several current research issues in KDD.


Answer : Current research issues in KDD are:


1)Massive datasets and high dimensionality. Volume Datasets create combinatorially


explosive serch spaces for model induction and increase the chances that a data mining


algorithm will find spurious patterns that are not generally valid. Possible soluctions include very efficient algorithms,sampling, approximation methods and incorportation


of prior knowledge.


2)User interaction and prior knowledge.Since KDD process is interactive and iterative,


it is a challenge to rpovide a high-performance,rapid-response environment that also


assists users in the proper selection and matching of appropriate tools and techniques to 


achieve their goals.


3)Overfitting and assessing statistical significance.When an algorithm searches for the best parameters for one model using a limited set of data, it may overfit the data. Possible


soluctions include cross-validation,regulatrzation, and other sophisticated statistical strategies.


4)Missing data.Important attributes may be missing if the database was not designed with 


discovery in mind.Possible soluction include some statistical strategies to indentify hidden variables and dependencies.


5)Understandability of patterns.In many applications , it's very important to make the


discoveries more understandable by humans.Possible soluctions include graphical representations, rule structuring, natural language generation.


6)Managing changing data and knowledge. Rapidly changing data may make previously


discovered patterns invalid.Possible solutions include incremental methods for updating


the patterns.


7)Integration. Typical integration issues include integration with a DBMS,integration with spreadsheets and visualization tools, and accommodation of real-time sensor readings.


8)Nonstandard, multimedia,and object-oriented data.A significant trend is that databases


contain not just numeric data but large quantities of nonstandard and multimedia data.


These data types are largely beyond the scope of current KDD technology.








Problem 2


(a)Briefly summarize the various aspects of data mining discussed by the authors


Answer : 


First, authors desribed the background history from which data mining come. The background includes 1)an expanding universe of data 2)research on machine learning.


Actually Data mining is another motivation for the study of machine learning. This is


the explosion of data in modern society, and the corollary that mechanical production 


of data has creeated the need for mechanical consumption of data.After gave out the


definition of data mining, the authors addressed the difference between KDD and data


mining and the diference between data mining and query tools. And at last, they gave 


us a intruduction of Data minig in mareking and some proctical applications of data 


mining as well.





(b)Chapter 4 describes the process of KDD using a simple case study about magazine


subscriptions. Prepare a 2-3 page summary of the case study which should include all


aspects that the authors address in this chapter.


Answer : 


------------------------------------------------------------------------------------


to be done.


------------------------------------------------------------------------------------





Problem 3


Briefly decribe the following


(a)Spreadsheet -features, cases


Answer : The classical model of data for prediction is a sample of cases. Potential


measuremetns called features are specified, and these features are uniformly 


measured over many cases.Spreadsheet models of data are sufficient to describe data 


for prediction. The spreadsheet model of data has two primary demensions: the number


of cases and the number of features. A sencondary dimension is the number of distinct


values. A complete probabilistic description requires knowledge of the joint projbabilities


of the features.





(b)Data warehouse and activities involved in creating one


Answer : More and more organiations are moveing data for decision support to a centralized resource known as a data warehoure. The data warehouse is not updated 


in real time. The key idea is to make available to management the critical information


that can be used for further analytical processing and decision making.


	When creating a data warehouse, these steps are needed:


1)Extraction: data are extracted from different sources in different formats


2)Transformation: Data are transformed from raw data into data most suited for decision


support.


3)Cleansing: Erroneous records are eliminated and data fields are checked for consistency and missing values.


4)Integration: Data from multiple databases and other sources are integrated into the central warehouse.





(c)Briefly Describe with example whenever possible


-Prediction


Answer :  The two central types of prediction problems are classification and regression.


For exmaple, if we use a spreadsheet form describing the loan. For classification, the answer is true or false. For regression, the answer is a  number.


-Deviation detection


Answer : Detecting changes from the norm has many analogs in statistical analysis. The classical technique for tetecting differences is significance testing.


-DB segmentation


Answer : Sometimes, a larger problem is divided into smaller supproblems that form


natural groupings. For example, a loan database or a marketing database could be 


segmented by age into mutually exclusive group.


-Clustering


Answer : Careful formulation of goals in consultation with domain experts is crucial for predictive data mining. Automated procedures for clustering are a type of exploratory


analysis. Data segmentation is using a single variable, while clustering is a subject matter


that can be investigated independent of prediction.


-Text mining


Answer : Text-mining methods can transform text data into a form that is amenable to


futher processing.


-Visualizing


Answer : When data are not yet organized in some standard form with features and goals, 


visualization techniques are of primary interest for discovering new knowledge.When data are ready for prediction, visualization is often an explanatory adjunct.








(d)Describe advantage and dangers of large data sets.


Answer: 


advantages: 


1)Strong Statistical Evaluation


2)More Intensive search


3)more controlled experiments


disadvantages:


1)high dimensions.


2)there is no guarantee that large data set are more predictive than small data sets.





-------------------------------------------------------------------------------------------------
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Problem 1


Answer : Classification cover any context in which some decision or forecast is


made on the basis of currently available information. And classification procedure


is some method for repeatedly making such judgments in new situations. In KDD,


we assume the problem concerns the construction of a procedure that will be applied


to a continuing sequence of cases. In which each new case must be assigned to one of


a set of pre-defined classes on the basis of observed attributes or features.


	Both supervised and unsupervised learning are two distinct meanings of classification. While unsupervised learning is based on a given set of observations with the aim of establishing the existence of classes or clusters in the data. In supervised learning, we may know for certain that there are so many classes, and the aim is to establish a rule whereby we can classify a new observation into one of the existing classes.


	The following are issues relevant in selecting a classifier:


1)Accuracy. It's usually represented by the proportion of correct classifications.


2)Speed. In some circumstances, the speed is a major issue.


3)Comprehensibility. The procedure must be easily understood .


4)Time to learn. It may be necessary to learn a classification rule quickly in a rapidly changing environment.             








Problem 2


Answer : Fisher's linear discriminant is the oldest procedures. The idea is to divide sample space by a series of lines in tow dimensions, planes in 3-D and, generally


hyperplanes in many dimensions.The line dividing two classes is drawn to bisect the line


joining the centres of those classes, the direction of the line is determined by the shape


of the clusters of points.





Problem 3


Answer : The generic approach for developing a classification tree is:


1)partitioning into ranges


2)assigning a metric at the root node


3)assigning metrics for each leaf of the partial tree for I/O variables


4)rules described by the classification tree


As for the NASA software module :


1)partitioning into ranges. In this step, every metric has three ranges. The metric values


can be partitioned into the ranges by first sorting the data in increasing order.


2)assigning a metric at the root node. In partial trees, LINES, NUMBER OF


DECISIONS and NUMBER OF VARIABLES METRICS fall within the first ,second


and third ranges, their target class is marked '+' or '-' according to whether the component


belongs to the target class.


3)assigning metrics for each leaf of the partial tree for I/O variables. In this step, each child node(for each range) of the partial tree gets metrics.


4)rules described by the classification tree. In this step, some useful conclusions can be drawn,such as : "if the components I/O VARIABLES metric is in range1,then the target


class is Negative."





Problem 4


Answer : C4.5 is the name of a set of computer programs that construct classification models by using discovering and analyzing patterns found in records. At the same time


C4.5 is also the name of the principal program, a descendant of an earlier program called


ID3. The requirements for C4.5 are:


1)Atrribute-value description


2)Predefined classes


3)Discrete classes


4)Sufficient data


5)"Logical" classification models





As for the play/not play example, we have:





-------------------------------------------------------------------------------


Outlook       Temp              Humidity               Windy                      Class


-------------------------------------------------------------------------------


sunny           75                     70                       true                         play


sunny           80                     90                       true                        don't play


sunny           85                     85                       false                       don't play


sunny           72                     95                       false                       don't play


sunny           69                     70                       false                        play


overcast       72                     90                       true                         play


overcast       83                     78                       false                        play


overcast       64                     65                       true                         play


overcast       81                     75                       false                        play


rain              71                     80                       true                         don't play


rain              65                     70                       true                         don't play


rain              75                     80                       flase                        play


rain              68                     80                       flase                        play


rain              70                     96                       flase                        play


-------------------------------------------------------------------------------








Problem 5(Optional)


Answer :  Skip
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Problem1


(a) Answer: The model is expressed in the form of an equation connecting the dependent variable y to the independent variables X1,X2,....Xp. For example, a simple linear model 


or linear regression equation is as follows:


                     


where                      are constants, called the model regression parameters, and    is a random error term.The above equation says that for given                          , the corresponding   consists of a weighted sum of the x's plus an amout     , the increment by which an individual   may be off from the model.





(b) Answer:  Statical Modeling is 


	





The basic steps of developing a statical modeling are:


1)Postulate a tentative model


2)Estimate parameters


3)Check model adequacy


4)Assess precision of model








(c) Answer:




































































Problem2


(a)Answer:


1)Estimation








2)Consistency











3)Uncertainty











4)Assumptions











5)Robustness














(b)Answer: Hypothesis testing can be viewed as one-sided estimation in which, for a specific hypothesis and any sample fo an appropriate kind, a testing rule either conjectures that the hypothesis is false or makes no conjecture. The testing rule is based


on the conditional sampling distribution of some statistic or other.





(c)Answer: Causation is the hidden motivation behind the histrical development of statistics.Causal inference from uncontrolled convenience samples is liable to many sources fo error. Three of the most important are latent variables, sample selection bias, and model equivalence.





Problem3


(a)Answer: Hypothesis testing is the most widely applied evaluation technique.It's theoretical foundation is : For large samples--and typical data mining samples are


statistically huge-- the validity of the principles of statistical hypothesis testing are


unassilable. Before further discussion, we define some terms as follows:


---mean: an average value


---variance: the average(squared) difference from the mean


---standard error,se:





---significance:





In scientific inverstigations, usually we need binary comparisons. Based on these above,


the hypothesis-testing model tells us whether differences in two bypotheses can be attributed to chance. The model is applicable when the evaluation can be reduced to


comparing two means.


Equation 2 gives us the formal tools to make comparisons relative to chance. The significance fo results is strongly affected by sample size. 


For big data, if there is a difference in means, it it very likely to be statistically significant and not due to chance. However, if there is the slightest bias in the way the data were


collected, a significant difference may be illusory for new cases.





(b)Answer:


1)Objective Versus Survey Data.For a random-sample model, big data are better. But in some instances a potential criticism of warehoused data is that they may be of poor quality.


2)Significance and predictive value.Many comparisons go far beyond determining a difference between two hypotheses. For some cases, when the sample size is increased,


and the same relative ratios are maintained, statistical significance increases and the means are considered different. And that means we are no closer to making better decisions even based big data.





(c)Answer: The objective of regression is to minimize the distance between the true value for case i, Yi and the predited value Yi'. Two measures fo distance are commonly used:


mse  is the mean squared error between Yi and Yi'.








mad is the mean absolute distance:





(d)Answer: Clearly , if we wish to choose among competing models, the same set of cases cannot be used for both training and testing.So many prediction methods split the


cases into two samples, one for training and one for testing.With big data , this approach is most reasonable and convenient.The prediction method is free to examine the training data and has no access to the test data.


For ideal model, performance is measured in terms of mean errors on sample test cases.





standard error = 


variance = 


variance = 





the standard error has a number of practical uses:


1)It indicates how widely the performance can vary under ideal random sampling conditions.2)It implies guidelines on the number of test cases that should be set aside to reduce chance variation.3)The standard error is a useful heuristic for comparing two solutions and specifying preferences.


At last, we can compare results for error measures by the following two equations:











Typically, sig is set to 2, and if the inequality in Equation 10 is satisfied, the difference is considered significant.





(e)Answer:   error = best + bias + variance. A solution proposed by a prediction method can do not better than the best solution. The best solution is the one that minimizes test error, and the minimum error may be greater than zero.Two factors, bias and variance, contribute to perfomance less than the best possible. With unlimited data, the bias of a proposed solution is the difference in error between the best solution and the proposed solution. For finite random samples, bias is also the difference in error between the best solution and the average of proposed solutions found for many samples of the same size.


Variance is the expected difference in error between a solution found for a single sample


and the average solution obtained over many random samples.
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Problem1


Answer:Neural networks are attempts to model the capabilities of the human brain. These capabilities include 1)the ability to quichly identify features, even in the presence of noise


2)to understand,interpret, and act on probabilistic or fuzzy notions3) to make interences and judgments based on past experiences and relate them to situations that have never been encountered before4) to suffer localized damage without losing complete functionality.


Neural networks have been used for a wide variety of applications such as :


1)identifying underwater sonar contacts2) predicting heart problems in patients3)playing backgammon 4)predicting protein secondary structrures.





Problem2


Answer: A neural network is a set of simple computational units that are highly interconnected. The units are called nodes and loosely represent the biological neuron.As 


the following figure shown: the connections between units are unidirectional and are represented by arrow in the figure. These connections model the synaptic connections in the brain. Each connection has a weight called the synaptic weight. The synaptic weight is interpreted as the strength of the connection from the one unit to another unit.


A layer of units in a multilayer network is composed of units that perform similar tasks. A feedforward network is one where units in one layer are connected only to units in the next layer. The following figure shos a multilayered feedforward network.
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Problem3


Answer: Each unit takes its net input and applies an activation fuction to it. A number of nonlinear functions have been used by researchers as activation functions: the two common choices are the threshold function and sigmoid function.


Threshold function:  OUT = K(NET)             


                                     OUT = 1 if NET >T


                                     OUT = 0 otherwise


Sigmoid function:


                                     g(netinput)=tanh(netinput)


The threshold function is useful in situations where the inputs and outputs are binary encoded. The sigmoid functions are the common activation functions used in current neural network modeling.





Backprogagation is one of the common algorithms for training neutral networks using supervised learning.The steps of this algorithm are:


1)Initialize the weights to small random values. This puts the output of each unit around  0.5


2)Choose a pattern and progagate it forward.


3)Compute the output errors: 


4)Compute the hidden layer errors: 


5)Compute





and 


6)Repeat the steps for each pattern.
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Problem1


Answer: In relational databases, data is stored in serveral tables. In each table,which is a two dementional unit, we have some fields which represent the meaning of value of each column. One row is composed of serveral fields. Named columns are attributes and rows


are tuples in a table.


Based on this structure1) queries are easy to write 2)efficient to execute 3)new applications are relatively simple.


Here is a example of table(named price): 


-------------------------


Product	Price


-------------------------


Chips              1.00


Miller              0.55


Mustard          1.25


-------------------------





Problem2


Answer: The structure of SQL includes:


1)relational algebra: small set of basic operations


2)select : select rows on the basis of conditions


3)project: remove columns


4)union,difference : set operations


5)join: form longer rows on the basis of conditions





Problem3


Answer:














Problem4


Answer:The main differencesof KDD query from usual SQL query are:


1) There is no such thing as discovery 2)it is all a matter of the expressive power of the query language 3)query the theory of the database 4)query the rules that hold in the database 5) the clusterings or the decision trees 6) cross the boundary of rules and data in 


various directions: *find a rule;*look at exceptions to this rule;*find a rule for the exceptions.





Problem5


Answer:




















Problem6


Answer:

































































