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1. Background and initiative
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Internet2 is a cooperate project of more than 100 universities, government, industry working together to  provide the foundation. networks of 21st century to meet the research, education and commercial missions.(the following picture is from http://www.internet2.edu/resources/UMap.gif)

 
The mission of Internet2 is “Facilitate and coordinate the development, deployment, operation and technology transfer of advanced, network-based applications and network services to further U.S. leadership in research and higher education and accelerate the availability of new services and applications on the Internet.”



More specifically, Internet2 will reduce the number of redundant low speed university network connections; Connect universities to NSF very high performance Backbone Network Service(vBNS) at OC-speed(622Mbps);And accelerate technology transfer to commercial sector. 


The main challenges facing Internet2 will be addressed. First, creating a leading edge network capability for the research community. Second, directing network development efforts to enable a new generation of applications to fully exploit the capabilities of bandwidth of network. And finally, integrating the work of internet2

With ongoing efforts to improve production of Internet services. A major goal of Internet2 is to rapidly transfer new network services and applications to all levels of educational use and to the broader Internet community. The largest part of the Internet2 team is the people of over 100 member universities who are developing the advanced network applications.


The internet2 will enable the following potential applications: such as: 


        Tele-immersion – Shared virtual reality;


        Interactive, network-based research collaboration;

  
        Data intensive computation and database processing over multi- site;

2. Architecture of Internet2


As the architecture, In the central of Interenet2 is “Internet2 Connectivity Cloud”. And GigaPOP, which is a regional Internet2 traffic aggregation facility, plays the role of Interface between the connectivity cloud and normal hosts among Internet2 campuses.

 
Inside Connectivity Cloud, the key technology is vBNS(very-high-performance Backbone Network Service).Currently, the vBNS is implemented as an IP-over-ATM network. That is , its network layer

Runs the Internet Protocol on top of the ATM protocol. Those protocols then run on a SONET(synchronous optical network).

 
So far, vBNS is connected to over 100 institutions and other research networks as well. The vBNS is an environment in which new Internet technologies and services can be introduced and evaluated.


Another important part is GigaPOP(gigabit-capacity points of presence). It serve as regional aggregation points, improving traffic efficiency through local packet exchange, while also providing a location for Web, database, and file system caching. Physically, a GigaPOP is a secure and environmentally conditioned location that

houses a collection of communications equipment and support hardware. GigaPOPs serve end-user non-transit network through appropriate IP route management. Inter-GigaPOP links will only carry traffic among Internet2 sites.


Equipment at a GigaPOP site will include: One or more wide area communications service providers will connect to the GigaPOPs in order to provide communications paths between the nationwide set of GigaPOPs and between GigaPOPs and the established commercial Internet. 

3. IPv6 --Protocols for Internet2


The original developers of TCP/IP back in early 1980s had no way to even imagine the problems of magnitude and scale that today’s Internet faces. Theoretically, up to 16.7 million networks and over 4  

Billion hosts can be addressed by IPv4.  However, due to severe addressing inefficiencies that were worsened by  classful addressing, much fewer hosts and networks can be addressed.In the environment, IPv6 Standard was approved by the IETF . IPv6 was designed to be an evolutionary upgrade from IPv4. The Internet community’s experience with IPv4 was used to mold IPv6 into the best protocol possible. Functions that were not used very much or did not work very well with IPv4 were removed in IPv6. And some new features were added to IPv6 as well. The important differences between IPv4 and IPv6 fall into the categories listed below.

(1) Expanded Addressing and Routing Capabilities. The IP address size is increased from 32 bits to 128 bits.

(2) Simplified Header Format. Some IPv4 header fields have been dropped or made optional to reduce the common-case processing costof packet handling.


(3) Improved Support for Extension Headers and Options.

(4) Required Support for Authentication and Privacy.IPv6 includes the definition of an extension which provides support for authentication and data integrity. 

(5) Improved Support for Autoconfiguration. IPv6 support multipleforms of autoconfiguration, from plug and play configuration of node addresses on an isolated network to the full-featured facilities.

(6) Improved Support for Source routes. IPv6 includes an extended function source routing header designed to support the Source Demand Routing Protocol (SDRP).


It is said that the key issue in IPv6 is the transition and compatibility mechanisms without which all the improvements in it are nullified.


The key transition objective is to allow IPv6 and IPv4 hosts to interoperate. A second objective is to allow IPv6 hosts and routers to be deployed in the same internet. IPv6 transition mechanisms provide a number of features:


(1)Incremental upgrade and deployment 


(2)Minimal upgrade dependencies


(3)Easy addressing


(4)Low start-up costs

4. Qos on Internet2


The major goal of Internet2 is to enable advanced network applications, which are not possible on current internet. Many of these applications rely on the ability to exchange volume content across the network and have some specific requirement on bandwidth, latency etc. QoS(Quality of service) is used to refer to the performance of network and the technologies that enable a network to make performance assurances. And usually, QoS is related to some kind of resource reservation.


Scope, Control Model and Transmission Guarantee are three main design issues of QoS.


Scope defines the boundaries of the QoS. An example of end-to-end
scope is an RSVP reservation between hosts to deliver a pre-specified level of QoS. An intermediate scope service, on the other hand, does not allow end systems access to the service interface.


A QoS Control Model describes the granularity, duration, and locus of control of QoS requests. Transmission guarantee is characterized by a set of transmission parameters ,and corresponding assurances offered by networks. Transmission parameters describe the definable and configurable metrics of a QoS model.


And finally, QoS on Internet2 will meet the following goals:

(1)enables advanced applications

(2)admits multiple, concatenatable implementations of packet forwarding equipment and network clouds

(3)scales well

(4)is administratable

(5)provides a measurable service

(6)works with end host operating systems and middleware

5. Multicast in Internet2


Without a doubt, multicast communication, the one-to-many or many-to-many delivery of data has become a hot topic. From many perspectives, multicast will play an important role in Internet2.

In the following, I will introduce some characters that multicast in Interenet2 supposed to be:


First of all, multicast in Internet2 will be consistency and ubiquity. That means Multicast should be functional at all Internet2 connection points. 


Second is the Inter-domain multicast provisioning, which support for multicast through an efficient, scalable inter-domain architecture. Because the Internet2 has significantly different services and characteristics when compared to the networks it peers with, some policies must be adopted for the exchange of multicast traffic. This issues and challenges of inter-domain multicast routing protocols are only beginning to be addressed. With the progress of IETF working group, their standards will be incorporated into Internet2 multicast infrastructure. 

6. Application of Internet2


I think this is very important because without applications ,Internet2 will mean nothing. Here are some example applications on Internet2.

(1) Learning ware

(2) Digital Libraries

(3) Tele-immersion

(4) Virtual Laboratory


Internet2 will provide an environment which can enhance the performance of existing applications and support new applications at the same time. And the most different thing is: Internet2 will provide low-latency, high bandwidth and QoS guarantees!  In this case, Applications of Internet2 will definitely have their own characters. For example, Tele-immersion  is the effective combination of (a)cave-style immersion technology such as that today associated with MUDDs,(b)advanced high-speed telecommunications systems to support collaborations, and (c)significant extensions to cave technology to recognize the presence and movement of individuals within a cave, track that presence and movement, and then permit it to be projected in realistic multiple geographically distributed immersive environments where those individuals may be interacting with computer generated models.


And this combination, many researchers believe, offers a new paradigm for human communications and collaboration.


Another example application is virtual laboratory, which is a distributed problem solving environment that enables many researchers located around the world to work together on a common set of projects. Usually the components of a virtual laboratory include (a) Computer Servers capable of handling very large scale simulations and data reductions;(b)Collaboration tools;(c)Scientific instruments that are connected to the network.

7. Other research issues


I should say Internet2 is a very large project and it’s still ongoing. So its impossible to introduce all the research topics inside it here. But I do believe I already addressed the most important parts of it: architecture, protocol, QoS, multicast and Applications.

    
In fact, Internet2 falls into 8 research groups:


(1)IPv6


(2)Measurement


(3)Multicast


(4)Network Management


(5)Quality of Service

(6)Routing

(7)Security

(8)Topology


From my personal point of view, (3)(4)(5)(7) will compose the Internet2 middleware, which will make a big difference between Internet2 and current Internet.

8. Other networking initiatives


In fact, Internet2 is not the only network initiative talking about the next generation network. Here is a brief summary from http://www.sura.org/~ghb/i2/netwrks.html:
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