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11. Storage Area Networks (SAN)

Introduction

Not like using Personal Computer, Networked Computing System that are shared by multi-user needs large amount of data space for each user and commonly, shared program space. Host / Client Architecture system has separated storage system which are normally SCSI (Small Computer System Interface) type to enhance to access speed and they are connected on the LAN (Local Area Network) like other peripheral device. 

Since legacy system uses same network resource (for instance, LAN cable or channel) to access information from data storage device with other device and host, accessing large amount/size data, such as Video clip or other multimedia files, is causing serious storage bottleneck on network.

Now a days, many company have to deal with lots of request of large size information such as video file or voice file. During last several years, new concept of host to storage interface is emerged to address to this problem. Storage Area Networks is general solution for this data bottleneck and limitation of physical extendibility.

What is Storage Area Networks (SAN) and why Storage Area Networks? 

SAN (Storage Area Networks) is relatively new solution of connecting server and data storage. In legacy system, storage device, such as RAID (Redundunt Array of Independent Disks), JBOD (Just Bunch Of Disks) or Tape Libraries is sharing network resources with other peripheral device as well as hosts/servers. SAN has dedicated network (Mostly, Fiber channel. But doesn’t have to be) with host which are separated from LAN itself.  This means LAN traffic that is caused by data transfering can be reduced or be eliminated.

SAN needs three components to establish.  

1. The interface: Fiber Channel or SCSI 

2. The interconnects: switches, hubs or gateways

3. The protocols: IP or SCSI 

Definitely, you have hosts and data storage device additionaly.

The reason why newly designed SAN is needed is both limitation of SCSI, which is legacy system’s main component and benefit of Fiber Channel.

The traditional SCSI or even newest Ultra SCSI can provide only 40MB per second data transfer rate. This is not enough to today’s large file size. SCSI is not compatible for expending system size, since it can accept only 15 devices per channel. Most of all, it has physical distance limitation. With SCSI, distance between devices is limited with 25meters. Even though you use special repeaters and hubs, it can be extended to 70 meters. That means you have to have storage devices near the host or at least at the same floor. That is followed by limitation of System Scalability.

 Another possible choice of you is Serial Storage Archtechture (SSA) from IBM. It has only support from IBM and even it is developed more than 6 years, it couldn’t gain any popularity from market and IBM is standing alone on SSA side.  It is faster than SCSI, which has data transfer rate as 80MB/sec with dual ported and full duplex. It uses cheaper cable than SCSI. It can be connected to pre-invested SCSI devices, since SSA mapping protocol level support SCSI command to SSA links converting. And it can accept up to 126 devices. But it is also limited to have devices in distance. All devices link to SSA is not to run over the distance 25 meters. Because SSA is not a ‘Big-Jump’ from SCSI and it’s supporter is only IBM itself, SSA looks like not a good choice for next generation SAN.

Fiber Channel bring many benefit to use. 

1. It is scalable. 

2. It is huge bandwidth.

3. It supports other protocols.

4. It has more room for data.

5. It is reliable.

6. And many more.

For the scalability, it can afford 126 node like SSA. And if you are using Fiber Channel Switched Fabric, it can afford 16-million device address. It is totally extendable comparing with other interface. Its amazing capability to the distance is also help network designer to arrange data storage literally building by building. Fiber channel is able to span up to 10 kilometer between nodes (30 meters over Copper Cable). 

So this Fiber Channel is solution for limitation of distance which other interface has.   

Fiber Channel furnishes Gigabit bandwidth. Even after counting overhead, it support 100MB per second (200MB/sec if full duplex) over up to 10 kilometer. 

Because FC doesn’t have same architecture with other channel and allows simple point to point connection, FC is able to implement to support many protocols on its mapping layer. It is supports SCSI, HIPPI, IP and Token Ring Protocols. Because of this merit, Fiber Channel – Arbitrated Loop (FC-AL) can run IP and SCSI protocols at the same time. This means that you can have legacy system data storage and new IP based storage at the same time. Network manager who is already investing to SCSI system be helped from FC’s multi-protocol support character. He can use both system in one network / System Area actually. This also can be applied to other devices like ESCON (Enterprise System Connection) or SSA. FC SAN is able to connect those devices with FC-to-SSA Bridge. 

FC uses various size of frame up to 2 Kbytes (Even Gigabit Ethernet uses 1.5 Kbytes) and it doesn’t have to have Packet head and trailer like one in TCP protocols.

Similar to Token Ring, Fiber Channel needs all nodes of it in the logical loop to switch polls. If one node does not respond to switch polls, the whole loop will go down. So, confirming delivery, high reliability FC can do automatic bypass for malfunctioned-node. 

SAN Specifcation  

When you plan to move on Fiber channel from your legacy system which are killing LAN performance by dumping data into it, you have to consider about what Fiber Channel device you will use. In other words, network manager should decide which topology he will import. Among many interfaces, Fiber channel switch and Fiber Channel hub are most crucial part, since they are decided based on your system status and your future plan as well as affect on performance of your new SAN. 

Fiber Channel Switch provides Gigabit network between Servers/Hosts and Data Storage Devices (like I said above, RAID, SCSI, Tapes array/library, CD-ROM library or Just Bunch Of Disks). These switches are making Fiber Channel Fabric and it can have thousands of node attachment. This is a Switched-Access Network so that it provides dedicated channel with host as a backbone. After you choose to use Switch to your system, you also have to choose what class of service. Since it is switch such as ATM, it has 3 different type of class. Class 1 is connection-oriented Fiber Channel. Class 2 and 3 are connectionless links and is suitable for packet/frame data transfer. The difference between Class 2 and 3 is Class 2 provides send acknowledgement after it receives data and Class 3 is not. So Class 1 is good for streaming data like Video Clip and Voice file. And Class 2 can be used when transfer data on pretty reliable network or packet/frame already has acknowledgement. Class 3 is vise versa case of Class 2, so it is suitable to disk drives or tape backup. Some vender provides mixed-class switch (Ancor’s Gigworks MKII and Vixel’s Rapport 400) and it works in pretty smart ways. If you deal with large size file, Class 1 will use and rest of case Class2 and Class3 will take care of it. And the issue of how to Fiber Channel Fabric can find devices. Each node should have Network Interface Card (NIC) and do routine login (so called ‘Fabric Login’) and the switch discovers all devices in SAN. SAN switch has Simple Naming Service (SNS) table and has device’s IP address and name. Recovery from faulty node is faster than Loop topology with Switch-Access media. Since Host and other devices including data storage is directly attached to a switching Fabric and is treated as isolated/individual.

Other consideration you should do is Fiber Channel – Arbitrated Loop (FC-AL). This loop should have Fiber Channel Hub to form a loop – Token Ring like. Most Fiber channel vender provide automatic bypass to prevent entire loop crush  (as I said above at Why SAN, it is one of benefit when you use Fiber Channel.  So to speak, fault tolerance). This is Shared Media Network and able to have up to 126 nodes / devices. But as you can guess, 126 node should share Gigabit bandwidth with others. So adding more devices to the loop lead throughput going down. 

Building SAN

A small business server/sites can have several choices. 

1. Staying with SCSI legacy system

2. Import Switched-Access Fiber Channel with NIC device

3. Import Shared-Media Fiber Channel

But if you are running Multiple servers and several hundred gigabyte data, There is no option except switch based Fiber Channel. 

Mid Size Company that are running system size between small and large have many options. One of them, which are very interesting, is connecting all kinds of existing data storage device and bridges. One possible picture we may have is that multiple RAID, tape system, a mix of switched attachments to RIAD, FC-AL for multiple JBOD and bridge attached tape devices. Since these are running on the switch based, fault will be soon isolated and doesn’t affect to entire system. 
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Figure 1.

Possible Picture of mixture of Switching and Sharing

Instead of size of system, network manager should consider other factors to choose topology (in the real world, it is case by case). Whether data is mission critical, how far the system should be places (distance problem), how big it is the data, which are normally transferred though, network.

Suppose our system is very critical for mission (Such as Bank server or E-commercial server). If you have SCSI, reset time after server fails is going to take 60~90 second roughly. Shared-Media Loop (most case, FC-AL) will also need time to Loop Initialing. In this case switch is the best choice since each node in switch fabric is isolated and individual which doesn’t need any special setup time. 

For distance problem, it is obvious that SCSI can not be the option (mentioned several times, it has not more than 70 meter extension.

SCSI vs. Fiber Channel 

People talked about SCSI vs. FC issue so many times. The reason why are that still many systems have SCSI for their data storage and also because they invest to SCSI system a lot, the system/network manager

Want to keep this SCSI system with minimum loss. But the result is obvious. Here are comparisons to help people to move on Fiber Channel or Fiber Channel-SCSI mixture. 

1. Fiber Channel Physical Layer provides faster speed up to 100MBps and 400MBps in the future.

2. (As I mentioned earlier, ) SCSI has limited cable distance up to 70 meters in contrast to Fiber Channel’s 10 kilometers extension.

3. Since SCSI uses single shared bus and Fiber channel can have many attached subnet, such as Loops, Hubs and switches, adding devices to Fiber Channel is more efficient in terms of cost.

4. Since SCSI doesn’t support hub and switch, SCSI can not have Fiber Channel’s functionality of fault tolerance and huge bandwidth, which can be obtained by multiplying each bandwidth of group.

5. Fiber Channel network can be extends very fast, easy and cheap, because these FC switches form Fabric of Fiber Channel. Just adding switch can extend the size of Network itself.

6. Price of Fiber Channel Drives and SCSI Drives are almost same.

Despite this all merit/benefit of using FC, there are still many people who need to keep SCSI machine. For those, Fiber Channel-SCSI topology is possible by SCSI-Fiber Channel Bridge. Since FC support different protocol by itself.

Summary

Today’s Client/Host Architecture and multimedia type files (Large size video clip or voice file) request newly designed Storage network. Storage Area Network is the answer to that request and being popular by its variety benefit.  

Even though Fiber Channel is most predominant solution, there are many alternative solution is out there and waiting our (network manger and system manager) decision. You consider your factors and combine options to have fitted design of yours. Because SAN concept is powerful enough only with its dedicated network, which are separated from LAN or something and reduce traffic on LAN, you can easily see the difference.  
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