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Executive Summary:

The Common High Performance Computing (HPC) Software Support Initiative (CHSSI) is an initiative of the Department of Defense (DoD) High Performance Computing Modernization Program (HPCMP) which supports the overall program vision of developing scalable and parallel software applications for DoD, developing user expertise in HPC within the DoD laboratories and centers, and applying HPC computation and communications to maintain technical superiority of warfighting systems.  This software is expected to meet core computational requirements within a specified computational technology area (CTA) and is required to be developed with sound software engineering principles appropriate for advanced scientific and engineering software.
The need for a scalable intelligent agent testbed along with an evaluation and selection of the “best” intelligent agent technology for incorporation in HPC simulations arises for several reasons.  First, the Navy, as well as the DoD, is shifting weapon system requirements definition responsibility from acquisition professionals to the warfighters.  The warfighter needs access to timely, accurate, and complete information in order to make important weapon system requirement decisions.  Also, as a result of DoD Simulation Based Acquisition (SBA) initiatives, the warfighter will be relying heavily, in the future, on modeling and simulation to translate requirements into system applications.  Therefore, it is crucial to be able to deconstruct the overall results of a sequence of complex military simulation activity and clearly identify the separate contributions of a given military system’s engineering technology and that produced by human and/or non-human players.  Furthermore, it is necessary for the non-human players to produce patterns of behavior that are plausible and realistic when analyzed ex post facto in order to have confidence in the simulation results.


This proposed project will develop a scalable infrastructure for cognitive large scale force-on-force simulations enabled by the FMS technology under development by CHSSI entities in FMS systems by integrating recent advances in the Intelligent Agents technologies with the core HPC infrastructure components, developed by the current generation of FMS projects. 
Specifically, we will build intelligent agents for FMS using Parallel IMPORT (Integrated Modular Persistent Objects and Relations Technology), a simulation language under development by FMS-4, as an agent description language, a propagation language, a communication language and a synchronization language.  Parallel IMPORT is a process-based fifth generation language (5GL) for modeling and simulation that builds on top of the high performance, event-driven, parallel optimistic simulation framework, SPEEDES (Synchronous Parallel Emulation Environment for Discrete Event Simulation) (also used by FMS-3 and FMS-5).  We will also develop IMPORT support on top of Java Virtual Machine to enable interoperability between FMS agents and Web/Commodity agents.

Planned application domains for the proposed project include SPEEDES users such as JSIMS Maritime and Wargame2000 and WebHLA users such as Joint Countermine Advanced Concept Technical Demonstration (ACTD) at Ft. Belvoir, VA.


Justification / DoD Relevance:
On October 1, 1998 USCINCACOM became the official executive agent for joint warfighting experimentation with the charter to design, conduct, assess and coordinate Joint Experiments (JEs).  This tasking can be placed in a context relevant to advanced modeling and simulation (M&S) by quoting from the October 1, 1998 letter by Senators Coats and Lieberman to ADM Gehman: “The history of military innovation indicates success accrues to those who effectively co-evolve:

· advances in technology with

· changes in organizational structure and

· the development of new revolutionary operational concepts.”

The use of advanced M&S, incorporating simulation agents that can adapt and co-evolve, highlights the role of emergence, indeed emergent, information processing in achieving breakthrough joint warfighting capabilities. Current research and development in the area of intelligent agents [1], in conjunction with the Parallel IMPORT development in FMS-4, has led to new possibilities for encapsulating intelligent behavior in simulation objects.
Of particular interest to the Joint Experimentation process is the integration of IMPORT and SPEEDES in a parallelized Fifth Generation Language (5GL) to provide a means of overcoming challenging M&S issues:

· Interaction Complexity - the ability to permit clear, concise implementations among a diverse set of models which represent some portion of the real world.

· Scalability - the ability to efficiently execute over a wide range of simulation sizes while possibly using different models at different simulation scales

· Cognitive Process Modeling - provide support for modeling realistic human decision making.

The purpose of the proposed project is to evaluate the above agent technologies and construct a scalable, cognitive behavior infrastructure support for HPC simulation.  Our proposed effort will:

· Build on top of the FMS CHSSI modules developed so far

· Act as a test bed for various emergent intelligent agent technologies

· Add realistic cognitive behavior value to the JE process as well as to the new generation of advanced simulation systems [e.g. JSIMS, WARGAME 2000]

· Enable a truly robust Simulation Based Acquisition (SBA) process.



The Space and Naval Warfare Systems Center, San Diego (SSC San Diego) Simulation and Human - Systems Technology Division, D44, is a leader in planning, developing, and implementing warfare simulations for the next generation and aggressively pursues technologies in support of human-system interaction.  This business area is responsible for maintenance and operation of fielded naval simulation systems and serves as a transition point for advanced simulation technologies to the Fleet.  Such fielded systems include the Enhanced Navy War Game System (ENWGS), the Research Evaluation and Systems Analysis (RESA) model, MAGTF Tactical Warfare Simulation (MTWS) and Battleforce EMI Evaluation System (BEES). These systems are used in Naval and Joint training exercises as well as a variety of research, development, test and evaluation applications

Furthermore, SSC San Diego hosts a DoD HPCMP Distributed Center, providing scalable, parallel HPC systems as well as access to all HPCMP HPC systems.

This proposed effort not only fits into the mission of SSC San Diego, but also fits the capabilities of the resources that SSC San Diego has to offer.
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Management Endorsement:
The Management of SSC San Diego is pleased to submit this proposal in response to the call for FY 1999 DoD CHSSI Project Proposals.  We believe the proposed effort for Scalable Cognitive Entities in Forces Modeling and Simulation shows a continuing and seamless continuity in developing software to support force modeling and simulation for maritime as well as for joint service operations. It will carry on and extend the work accomplished in the FMS-4 effort where we have successfully converted the IMPORT/DOME high level language to Parallel IMPORT, a product that provides not only parallel operation but also scalability improvements.  The proposed FMS project will build on the Parallel IMPORT and other applicable platforms to introduce a cognitive infrastructure support capability for HPC simulation efforts.

SSC San Diego fully endorses the proposal and is committed to support the proposed effort.  As a major contributor to C4ISR development for the joint services, and as a lead laboratory for the production of the JSIMS Maritime segment, SSC San Diego is in an excellent position to support the effort.  We provide the tools and the environment that allow and encourage exchange of ideas not only in basic technology, but in approach, methods, and processes for the development of and the maintenance of HPC systems.  As an HPCMP Distributed Center, SSC San Diego provides our investigators excellent support in terms of HPC platforms and facilities.

SSC San Diego looks forward to supporting the proposed Scalable Cognitive Entities for FMS.  We not only welcome the responsibility for its development, but also look forward to the opportunity to maintain the product and apply it to ongoing M&S initiatives at this command.

/s/________________________________________
Rod Smith, Head

SSC San Diego, Command and Control Department
Goals and Objectives:

The objective of this proposed project is to exploit HPC technology to provide scalability in cognitive behavior of simulation objects.  The goals to meet this objective are to develop a scalable, cognitive behavior capability for HPC software libraries that will (1) 
leverage from the Parallel IMPORT/DOME package developed under FMS-4, which provides a high level language for scalable object manipulation; (2) 
provide a framework in which to develop and execute scalable cognitive simulation entities; (3) 
build functionality developed thus far on top of other CHSSI FMS; (4) a
ct as a test bed for various emergent intelligent agent technologies; (5) 
provide cognitive behavior functionality for the new generation of advanced simulation systems including JSIMS and Wargame 2000; and (6) 
provide realistic wargame support without excessive manning and staffing for operation.
Technical Approach:

Computer Generated Forces (CGF) technologies offered by the current generation of Modeling and Simulation systems reveal major deficiencies in representing high-level human-like cognitive behavior of the simulated entities. Consequently, the associated simulation systems are often not capable of meeting the DoD needs for developing and running large-scale, realistic wargame scenarios in synthetic environments.  

Non-trivial cognitive behavior is of critical importance for large-scale force-on-force simulations such as enabled by the FMS technologies under development within the HPCMP. Of concern are the factors affecting scalability when exploring, experimenting with and evaluating various Agent Technologies.  By separating behaviors into physical and cognitive operations, scalability can be easily achieved in terms of ease of implementation and software engineering flexibility [2].  This will provide runtime scalability.

· 
· 
· 
We propose to build a scalable cognitive infrastructure for FMS on top of the Parallel IMPORT [2] environment, under development by the ongoing FMS-4 CHSSI project. Parallel IMPORT is a high-level, scalable, process-based fifth generation simulation language with several key simulation constructs built in as the language primitives. Unlike the explicit parallel event-driven simulation frameworks which are powerful but often difficult to fully exploit by non-expert programmers, Parallel IMPORT code enables intuitive, continuous, causal, and hence natural representation of the simulation. 


Since the IMPORT programming model supports natural modularity in the temporal (process) space, the individual IMPORT processes can be in fact viewed as simplistic software agents [3]. Such IMPORT agents are already autonomous and reactive (i.e. they respond to events internally within separate threads of control), but they are not yet mobile or intelligent. Some base provision for cognitive behavior in IMPORT is provided in terms of a built-in Prolog style logical programming sub-language called DOME. DOME implements a knowledge base of facts (or clauses) related to objects (or terms) maintained in the database and it offers an inference engine and a query front-end interpreter. Both languages are coupled and coordinated so that they can be embedded in each other. Hence, DOME offers an embryonic cognitive support for IMPORT agents that will be further elaborated and extended as part of the proposed project.  This approach will greatly enhance DoD’s capability to model and analyze critical defense problems.
Within the FMS-4 CHSSI project, Parallel IMPORT is being constructed on top of SPEEDES [4] [5] – an optimistic parallel event-driven simulation framework developed by Metron, Inc.  SPEEDES is also being used as core simulation framework for other FMS CHSSI projects: to support parallel Navy Simulation System (NSS) Program in FMS-3 and to support HPC runtime infrastructure (RTI) in FMS-5. SPEEDES, with a portion of Parallel IMPORT, is also being used outside the HPCMP by other major DoD M&S efforts such as Wargame2000 simulation under development by the Joint National Test Facility in Colorado Springs, CO and JSIMS-Maritime.  There is also interest from commercial vendors, for example OriginalSim, Inc., a Canadian company who is a member of DMSO-led HLA alliance of vendors, to get SPEEDES license from the government and use as core framework for new products. SPEEDES runs on all relevant parallel architectures, including shared, distributed and networked memory models.  By building cognitive agents in Parallel IMPORT that is layered on top of SPEEDES, we will provide natural support for cognitive entities in all FMS and other core technologies, DoD applications and commercial products that are based on SPEEDES simulation framework. The layered and modular architecture of SPEEDES offers good balance between reusability, portability and scalability by using a native communication library that offers uniform application program interfaces across all SPEEDES applications and is implemented in a performance-optimized platform specific way on a broad range of parallel systems.  This library is hidden from the end user (who manipulates high-level simulation objects), but it is managed by the SPEEDES framework, and it facilitates portability of codes to new platforms and reusability of simulation objects across diverse SPEEDES applications.

The SPEEDES based implementation of Parallel IMPORT is being constructed in terms of C/C++ language macros that allow embedding the IMPORT style synchronization and modularization constructs directly in the SPEEDES code.  As the starting point to build core support for scalable cognitive entities or intelligent agents in the proposed project, we will use the Parallel IMPORT environment, including:
· Multithreaded Sequential IMPORT compiler based on Quick Thread package, and
· Parallel IMPORT, implemented as a set of SPEEDES macros.
Three major planned activities include support for:
· Mobile Agents – to be provided via suitable extension of Parallel IMPORT to support generation and runtime interpretation of the mobile agent codes;

· Intelligent Agents -  to be provided by ensuring scalability of DOME and by extending the pure rule based expert system towards a more modern hybrid framework that can incorporate neural networks, genetic algorithms, Holland classifiers, along with combined methods, for example genetic algorithms + neural networks.

· Interoperable Agents – to be provided by integrating the IMPORT framework with the WebHLA environment developed by the Programming Environment and Training (PET) activity and offering Web/Commodity standards based implementation of the DMSO HLA standards such as RTI and FEDEP tools.





In the following, we discuss each of these activities in more detail.

Mobile Agents:  To support agent mobility, we will analyze and extend the IMPORT interpreter so that it clearly separates the front-end parser, abstract syntax tree based intermediate form from the various runtime environments. Included will be a QuickThreads-based sequential multithreaded mode, a SPEEDES-based single process per node parallel event driven mode, and possibly some others. As part of this project, we will also provide support for Java Virtual Machine (JVM) based IMPORT runtime that will offer a natural interoperability with the commodity agents’ technologies. Mobile agents will be represented as suitable IMPORT scripts or equivalent abstract syntax tree forms. The system will be able to generate such codes dynamically, ship them to the indicated nodes of a parallel or distributed runtime environment, and perform on-the-fly interpretation and execution in the destination nodes. Intermediate agent forms, used to move agent codes between nodes will be architecture-neutral, i.e. common for and interoperable between SPEEDES, Java and other runtime platforms.

Intelligent Agents:  In the IMPORT/DOME model, each object has an associated knowledge base, accessible via declarative DOME syntax and cooperating with the imperative IMPORT syntax. This model needs to be augmented by more recent cognitive behavior representations, based on neural networks, genetic algorithms, Holland classifiers, or hybrid combinations thereof
.



I
nteroperable Agents:  We will assure interoperability of the proposed IMPORT agents with other relevant intelligent agent technologies. At present, there are no established DoD standards in this area but one could expect some standardization activities to emerge within the DMSO Master Plan. Hence, the best we can do now is to assure HLA compliance of our approach and to monitor and federate with other intelligent agent activities within the DoD. Meanwhile, the field of mobile intelligent agents is exploding now on the Internet with a vast range of Web/Commodity technologies and products. Examples of such agent technologies include Voyager by Object Space, Inc., Concordia by Mitsubishi Electric America, Inc., Telescript by General Magic and Aglets by IBM.  Some early standardization and interoperability efforts in agent space were initiated recently by the Object Management Group in terms of the CORBA Mobile Agent Facility. At the moment, the driving technology force for the Web/Commodity agents is the Java platform. Indeed, JVM is broadly available and it offers all features required for agent programming such as multithreading, synchronization, code mobility, architecture neutral interpretation platform etc. Another new promising agent technology is XML (eXtensible Markup Language) – a next generation markup for the Web which, unlike the human-centered HTML, can be easily processed both by humans and machines and it appears as the leading candidate for a universal data representation and a uniform scripting/query/macro language. Hence, Java/XML appears to play a similar role for Web/Commodity agents as IMPORT/DOME plays for our proposed HPC agents. 

As part of this project, we will construct a solid interoperability bridge between both worlds using the WebHLA [6] [7] system under development by Syracuse University as part of the PET project. WebHLA builds DMSO HLA on top of the Web/Commodity infrastructure, including distributed object technologies of Java, CORBA, COM and XML. WebHLA middleware is accessed from a mesh of Java Web Object Request Broker (JWORB) servers that can act as Web Servers, CORBA brokers, COM servers and XML interpreters. On top of JWORB, WebHLA offers a set of services including Object Web RTI i.e. a Java/CORBA based implementation of DMSO RTI 1.3, and a set of commodity based FOM/SOM authoring and simulation visualization tools. In this project, we will provide IMPORT support in JWORB by integrating the IMPORT interpreter code into JVM via JNI (Java Native Interface). This way, we will achieve full interoperability of IMPORT agents with HLA (via WebHLA and Object Web RTI), with CORBA (via JWORB support for CORBA Mobile Agent Facility) and with XML (via JWORB support for XML parsers and rule based processors).
Taking this approach entails certain risks.  We will, however, integrate a large amount of existing software (e.g. Parallel IMPORT, WebHLA, etc.) which has already been exercised. We will use model expositions, a rigorous software construction methodology (MIL-STD-498), and a state of the art simulation development environment to mitigate software development risk.
Extensive literature exists concerning model and computer simulation validation.  Ultimately the validation of computational simulation concentrates on three basic issues:  (1) what question do we want the models and simulations to answer; (2) how accurate must the answer be; and (3) what improvements in performance have been achieved relative to the prior state of the art?

Consequently, benchmarks and known numerical/experimental data are key components in the performance improvement assessment -–not to mention the basic issue of validation in general.  Existing agent simulation implementations can be used for basic validation and performance improvement assessment.  We will use previous results for selected classes of agent technology (neural nets, genetic algorithms, classifier systems, and hybrid architectures) and compare our performance with that achieved by other researchers.  Two aspects will be involved in each comparison.  First, are we able to reproduce known results to a specified accuracy?  Second, does our implementation provide performance enhancements in terms of speed, fidelity with respect to the real world, simulation size, ability to handle more complex problems.  

Additionally, the baseline Parallel IMPORT provides a benchmark.  We will measure whether there is significant degradation in performance and scalability from the current operation of that system.
The algorithms we will use have long histories.  
Twenty years of DoD wargaming simulation development research has led to the creation of the Integrated Modular Persistent Objects and Relations Technology (IMPORT) computer language [8].  IMPORT was initiated as an Army effort that then migrated to the Navy several years ago.  The DoD High Performance Computing Modernization Program has tasked personnel at SPAWAR to extend IMPORT to operate on parallel high performance computers along with networks of such computers.  In addition, it must be delivered to the HPC community as an end user product for development of simulation and wargaming systems.  Presently, IMPORT Version 2.0 is scheduled for release on April 15, 1999.






Neural networks have undergone more than fifty years of development since their first introduction by McCulloch and Pitts in 1943 [9].  They were the first to postulate relationships between computational algorithms and true biological neurons and, in addition, demonstrated that networks of logic gates can represent any computable function.  A concise discussion of modern work in this subset of the artificial intelligence arena can be found in the article by Johnson and Picton [10].

John Holland invented Genetic Algorithms in the 1960s.  Holland’s objective was not to develop solutions to specific problems (as contrasted with evolution strategies and evolutionary programming) but rather to study adaptation as it occurs in nature then construct computational techniques that incorporate this natural mechanism [11].  The scientific advance was to incorporate the genetic notions of crossover and inversion in addition to mutation as a means of allowing software to evolve.  
John Holland subsequently extended his work on genetic algorithms and created “classifier” systems, thereby producing the first adaptive agent technology.  The advance here was to add mechanisms for prediction, feedback, and competition on top of the genetic algorithm [12].




Scalable Software Products & Other Deliverables: 
The proposed project will develop and deliver three software products that build on top of IMPORT/SPEEDES, IMPORT/DOME and Java/WebHLA and offer three complementary services that will enable cognitive capabilities of the simulation entities:
· Mobile Agents Service – given by extended Parallel IMPORT interpreter that supports mobility of IMPORT scripts between nodes of a parallel or distributed system.

· Intelligent Agents Service – constructed by extending DOME by conceptual graphs that mix-and-match the best features of expert systems, neural networks, genetic algorithms etc.

· Interoperable Agents Service – a WebHLA based front-end to Parallel IMPORT that offers Java Virtual Machine based IMPORT interpreter and uses Commodity technologies of Java, CORBA, COM and XML to build a bridge between HPC and Internet agents.
These software products will be complemented with documentation, reports and technical papers as described in the management plan including: 

· An expanded and updated management plan

· Required system documentation as specified in MIL-DTD-498 including the TEMP Addendum.

· User documentation and test documentation (manuals, procedures, tutorials)

· Reports from periodic reviews and workshops held to discuss technical issues and resolve problems.

· An Internet Web page that provides a tracking information and a comprehensive library of documents and links to applicable Web sites for technical information.






Target Computer Systems and Required Computing Resources: 


Several target systems are planned for this effort. These include:
· Silicon Graphics Origin 2000

· HP V2500

· IBM SP-2

As initial targets, these three systems provide a several benefits.  First, they will provide continuity from FMS-4 development and will ensure repeatability as new functionality is added. Second, they are platforms used by current M&S initiatives at SSC San Diego and Navy Research Laboratory. Further, they are platforms that are available from DoD sources.  In addition to these initial systems, SSC San Diego will research other systems that will provide suitable and practical platforms.
Project Team:

Name
Role
Organization
Fraction of Effort

Dr. Larry Peterson
Project Leader/Coordinator
SSC San Diego
100%

Dr. Wojtek Furmanski
Integrator
Translet, Inc/Syracuse University
100%

Dr. Christopher Wallace
Analyst/Developer
TRW
100%

Walter Bussey
Planning/Control
CSC
50%

The Principal Investigator is Dr. Larry Peterson who will provide project technical leadership and act as lead technical designer and integrator.
Dr. Wojtek Furmanski will provide technical support for integration of the cognitive engines and knowledge capture tools.  He will also support testing and demonstrations.
Dr. Christopher Wallace will architect and lead the development to evaluate the agent technologies and construct a scalable, cognitive behavior infrastructure support for HPC simulation.
Mr. Walter Bussey who, is currently providing support to FMS-4 project, will continue to support the new FMS project. He will provide continuity for the IMPORT/DOME package, testing procedures, computing support, integration, and demonstrations. New staff will be added if required to augment current staff for software development and porting. All individuals are trained and experienced in OOP design and programming techniques in the M&S community.
Resumes:

Larry Peterson

Phone: (619) 553-4070

e-mail address:  ljp@spawar.navy.mil 

Dr. Peterson is a Computer Scientist at SSC San Diego in the Simulation and Human-Systems Technology Division.  He is currently the Principal Investigator of the CHSSI FMS-4 Project (HPC Frameworks for Wargaming and Training Simulations) and supports SPAWAR PD-13 on the Navy Modeling and Simulation Information System project.  He serves as the Navy’s Technical Representative on the Authoritative Database System Working Group for the DoD Modeling and Simulation Office. He was SSC San Diego Deputy Project Leader for Software Engineering on the NSS.  He was also a member of the Object Model Working Group, which is defining and developing the Command and Control Schema for the DARPA JTF-ATD.  His past duties include that of CINCPACFLT testbed manager for the DARPA-sponsored Fleet Command Center Battle Management Program from which the Capabilities Assessment Expert System was developed, and that of a programmer for the Warfare Environment Simulator.

Wojtek Furmanski 

Phone:  (315) 443-3891/1799

e-mail address:  furm@npac.syrc.edu

Prof. Furmanski is President of Translet, Inc. and Research Professor of Physics and Chief Technologist at Syracuse University’s Northeast Parallel Architectures Center.  As theoretical particle physicist in CERN, Geneva, he developed diagrammatic techniques for systematic analysis of scaling violation in Quantum Chromodynamics and performed the first complete calculation for the two loop parton densities. This work is now a standard reference in high-energy physics.  At Caltech, he conducted research on optimal collective communication algorithms for parallel machines, on the use of neural networks for load balancing parallel computation, on the use of parallel processing for neurophysiological simulations of cortex, and on multi-grid algorithms for early vision. He also created the Multitasking Object-oriented Visual Interactive Environment system, sponsored by the U.S. Army agency ASAS, representing an early mix of ideas for a high level architecture that was scalable and agent based for heterogeneous distributed computing. The system was used for terrain image understanding applications in a Geographical Information System for ASAS and as the backend support for the DARPA funded High Performance Fortran Interpreter. 

Prof. Furmanski initiated a research program at Syracuse University on Interactive Web Technologies (IWT) for multi-user interactive hypermedia/televirtual Internet services.  The first set of prototypes in this area included WebFlow - a visual dataflow authoring system for Web based computing and CareWeb - a collaboratory community network for telemedicine.  CareWeb attracted significant interest of the healthcare community and also of the software industry exploring similar Web/database collaboratory technologies for distance learning.  Based on industry contracts in this area, Furmanski founded Translet, Inc in October ‘96. 

Prof. Furmanski and his IWT R&D group at Syracuse University continues the exploration of leading edge emergent Web/Commodity standards, with the current focus on CORBA, Java, COM, WOM, and the DoD Modeling and Simulation standards such as HLA/RTI.  He acts as the technical lead for the FMS PET within the DoD HPCMP.  In this effort, his IWT team developed a suite of core technologies in support of Web/Commodity based Modeling & Simulation such as JWORB, Object Web RTI and WebHLA.
Christopher B. Wallace 

Phone:  (505) 998-8182

e-mail address:  Christopher.Wallace@trw.com
Dr. Wallace is Associate Chief Scientist of the Technology and Training Services Division of TRW, a $ 350M/Yr. Strategic Business Unit of TRW. Dr. Wallace, as one of four people in the Chief Scientist Office of the Division, is responsible for the technical direction of several classified Information Warfare programs (Air Force and Army) that involve significant efforts in complex system simulation, requiring the development and integration of computational physics/engineering software with military modeling and simulation tools.  Dr. Wallace also serves as Program Coordinator for Sandia National Laboratory’s National Security Advisory Panel.  The Panel, consisting of retired Flag Officers, active scientists, and former public officials, reports to the Sandia National Laboratory Executive Vice President for Defense Programs.  The panel meets four times a year to consider a range of issues including the latest advances in massively parallel computational physics/engineering and other modeling and simulation activities related to National Security Programs.

Walter A. Bussey
Phone: (619) 225-2762

e-mail address: wbussey@cscnet.com

Mr. Bussey has more than 40 years experience developing computer based systems including both systems software and applications software. He has been involved in all phases of development from requirements analysis and system design through code and test. His experience includes development of programs for tactical, command control, surveillance, and simulation systems for the U. S. Navy as well as business applications for various government agencies and industry.  This technical experience is combined with management experience at all levels from supervisor of small technical development teams to division manager directing several departments.

As Project Manager for the Enhanced Navy War Game System (ENWGS) project, Mr. Bussey was responsible for the modernization of existing workstations for use with Release 4 of ENWGS.  He had responsibility to add Build 1 functionality, develop test procedures, update workstation documentation and provide training and delivery support.
As Assistant Manager for the Advanced Combat Direction System (ACDS) project, Mr. Bussey directed the work of the configuration management function, the project library, and the project Local Area Network (LAN).  He was instrumental in setting up a center-wide communication network that connected a number of LAN and remote systems.  He prepared proposals, technical papers, and reports that analyzed various methods and new techniques to apply technology to the Navy's shipboard combat data systems and to migrate the ACDS, from a large scale mainframe computer to a network architecture using a client server configuration.

Project Management Plan:



SSC San Diego is a mature CHSSI participant with experience gained from two ongoing projects, FMS-4 and FMS-5, with management processes in place for those projects as well as for other high level Modeling and Simulation programs. Since many of the members of the proposed team have worked together cooperatively on these projects they are familiar with these in-place management activities. Among the activities are weekly meetings to discuss activities, progress, and issues and periodic written reports to convey similar information. These meetings and reports will also facilitate technology transfer among the investigators. Periodic workshops also are planned for discussing technical issues and findings.

In an initiative to refine management processes in its growing CHSSI activities, SSC has recently added an oversight program planning and control component to the CHSSI program. This element will operate as support to the technical investigators. It will provide document and software tracking, test planning and test development, and action item tracking for the projects. It will provide server support and Web site hosting to provide links to information sources and for communication of documents, project information, and technical as well as tracking databases.

Software development for the project will follow MIL‑STD-498 tailored to deal with the investigative aspects of the project. The two primary areas of tailoring will be in the specification documentation and in testing. In the latter area, tests will be developed around the SAT/Alpha/Beta/IOT&E series defined for the CHSSI. Configuration Management, especially version control, will follow MIL-STD-498 closely to provide systematic configuration identification and control.

A preliminary plan has been developed for this proposed effort. It shows an overview of the activities and schedule for accomplishing the work. In this plan, a first essential activity is to expand and refine this Preliminary Management Plan to incorporate details of the technical development for the three major activities discussed in the Technical Approach. The testing process identified in the schedule will also be expanded to show dates for production of plans, procedures, and test conduct and demonstration.

The plan includes the following major sections with subsections in each showing detailed work activities. 

Project Planning and Control
Project Reviews and Reports

Documentation
Functional Analysis

Functional Definition
Software Design

Software Development
Test and Evaluation

The Project Planning and Control section includes a detailed schedule, project tracking, and Web support activities. The Project Reviews and Reports section includes periodic workshops and technical meetings to discuss issues and problems.

Funding Requirements (by year):

FY99
FY00
FY01
FY02

SPAWARSYSCEN /CSC          
100K
200K
200K
100K

Translet/Syracuse U.    
125K
250K
250K
125K

TRW/Santa Fe Institute  
125K
250K
250K
125K

Subtotal
350K
700K
700K
350K

Project Start:


March 1999

Project Completion:

March 2002
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All software is either in the public domain, is government owned and available to qualified users, or is commercial software subject only to usage requirements of applicable licenses.  No specific intellectual property rights or trade rights apply.

There are no security issues with this project. The software is not classified. In some cases demonstrations may be classified if classified scenarios (e.g., tactical operations) are simulated or if classified information is included in simulated entities.  There appears to be no reason to require such activity and every effort will be made to avoid such activity.  If necessary to operate in a classified mode, all applicable security requirements will be adopted.
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