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Introduction

The magnitude 9.0 Northern Sumatra earthquake and tsunami of December 26, 2004 dramatically underscored the increasing vulnerability of modern societies to the damaging effects of natural disasters. Understanding and mitigating the effects of such disasters must involve major international collaborations, and must incorporate land- and space-based observations, computational simulations and analysis, and collaborations through large scale information technology enabled by the World Wide Web. 

We therefore propose to establish the international Solid Earth Research Virtual Observatory (iSERVO) as an international partnership of primarily Asia-Pacific economies interested in studying, forecasting and mitigating the damaging effects of earthquakes and tsunamis.  Table 1 lists the iSERVO partnership both by region and by expertise, which divides into the four major areas of this proposal: Earthquake Science, Tsunami Science, Cyberinfrastructure and the cross-cutting area of Education, Outreach and Internationalization (EOI).  iSERVO will make major contributions to its three scientific building blocks, but this proposal focuses on the international glue that will enable the great advances in knowledge possible by linking together scientists and researchers across the globe. We enable the internationalization of iSERVO science by combining the best electronic cyberinfrastructure with exchange programs and workshops among the participants. Researchers are interpreted broadly to include undergraduates and our next generation of scientists at the K-12 level.

iSERVO is a new partnership but is built by bringing together several subgroups that have successfully worked together internationally. These subgroups vary from small bilateral activities (professors in Minnesota and Italy or Indiana and China working together) to larger activities such as the Global Grid Forum and TeraGrid for Cyberinfrastructure, and ACES (Asia-Pacific Cooperation for Earthquake Simulation) for Earthquake modeling. In the case of tsunamis, iSERVO takes a field whose importance is now obvious but up to now has not received concentrated attention from the computational science community. iSERVO will bring to tsunami science the best of computer science research and resources and the experience of the relatively mature fields of earthquake science and computational fluid dynamics. For Cyberinfrastructure, iSERVO will challenge the field to integrate the national Grids in many different countries (Australia, China, India, Japan, Sri Lanka, US) and to develop both the needed virtualization framework and the operational model (a Grid Operation Center) to support science across the globe. In the US, we link GEON, LEAD, QuakeSim and TeraGrid, and we use the expertise of the UK e-Science Grid and their collaboration with the China National Grid to design our federated “Grid of Grids” [Fox, 2005]. Sri Lanka’s Grid will be set up precisely to work with iSERVO, and the other partners will build on existing activities. For earthquake science we will not just link scientists together physically and electronically but also make available computer and especially data resources on an international scale. More broadly, scientists and educators from many countries will use the infrastructure to support new models of international collaborative research, and new geoscience and geoinformatics curricula, exploiting iSERVO resources to bring research into a worldwide, distributed classroom. These will focus both on risks – the occurrence of natural disasters – and hazards, their effects on society and how they can be mitigated. Hence we will be educating scientists who take a broad, holistic view, and producing results will also be of great value to decision makers and hazard mitigation planners. iSERVO will enhance existing strong programs in graduate and undergraduate research and education, including those for minorities with initial focus on the American Indian Tribal Colleges. The general public will have open access to iSERVO products through Web portals [Fox, 2001]. Annual Workshops will rotate between international and US sites and disseminate progress in both the science cores of iSERVO and our lessons from using cyberinfrastructure to support global e-Science. This program will increase international awareness in the science and engineering workforce. 
Section II presents the background for the science of iSERVO while Section III defines the critical, broader impact Education, Outreach, and Internationalization functions. Further details of earthquake and tsunami science are given in Section IV, and we describe the information technology activities in Section V.  Section VI gives our management plan and Section VII relevant results from prior NSF research.
Table 1 The iSERVO international partnership.

	Country
	Expertise
	Participants

	Australia
	Grid Computing
	University of Melbourne: Buyya; Monash University: Abramson

	
	Computational Geophysics, High Performance Computing
	University of Queensland: Mora; Monash University: Lynch, Moresi; ANU: Kennett

	Canada
	Geology, Geophysics: earthquakes
	University of British Columbia: Hearn; University of Western Ontario: Tiampo

	China
	Grid Computing

China National Grid
	Beihang University: Depei, Li; Chinese Academy of Sciences: Xu

	
	Geology, Geophysics: earthquakes, tsunamis
	China Earthquake Admin : Yin, Chen, Li, Ma, Yang; Chinese Acad of Sciences: Zhang,, Shi

	
	Collaboration Technologies, Distance Education Grid
	Beihang University: W. Li; Peking University: X.Li

	Italy
	Geophysics: tsunamis
	University of Bologna: Tinti

	India
	Grid Computing
	C-DAC: Mohan Ram, Purohit

	Japan
	Grids and  Computing
	Tokyo Institute of Technology: Matsuoka; RIKEN: Ebisuzaki

	
	Geophysics: earthquakes
	University of Tokyo: Matsu’ura; Hiroshima; University: Tajima

	Russia
	Geophysics: earthquakes
	Russian Academy of Sciences: Soloviev

	Spain
	Geophysics: earthquakes
	CSIC: Fernandez

	Sri Lanka
	Grid Computing and Web Services
	Lanka Software /IBM: Weerawarana

	Taiwan
	Geophysics: earthquakes, geo-informatics, high volume data
	Cheng Kung University: Yu; National Central University: Chen

	United Kingdom
	Grid Computing; UK core e-Science Program
	Southampton University and EPSRC: Hey

	United States
	Geophysics: earthquakes
	UC-Davis: Rundle, Kellogg, Turcotte; UC-Irvine: Grant; JPL: Donnellan, Glasscoe, Parker; Northwestern: Stein, Okal

	
	Geophysics: tsunamis
	University of Minnesota: Yuen; Northwestern: Stein, Okal; UC-Santa Cruz: Ward

	
	Disaster Management
	Pacific Disaster Center: Paylor

	
	Grids, distributed computing, geo-informatics; GEON, LEAD, TeraGrid, QuakeSim; GEOStreams; CIG
	UC-Davis: Ludaescher, Gertz; IU: Fox, Pierce, Gannon, Plale, Pearson; USC: McLeod; Caltech: Gurnis

	
	Collaboration Technologies, Distance Education, Outreach
	Indiana University: Fox; University of Minnesota: Yuen;Northwestern: Stein, Okal; AIHEC: Billy

	
	Visualization
	University of Minnesota: Yuen; UC-Davis: Kellogg


II. Science Background
Earthquake Science: In the area of earthquake science, iSERVO builds on ACES [ACES], which was formally endorsed by the four founding partner countries at the October 1-2, 1997 Singapore meeting of the APEC Industrial Science and Technology Working Group. The ACES collaboration was initiated under the aegis of Asia-Pacific Economic Cooperation (APEC) and currently involves four APEC economies – Australia, China, Japan, and the US. It is APEC’s multi-lateral, grand challenge science research cooperation and involved international earthquake simulation and prediction research groups. Interaction and collaboration in ACES took place through biennial workshops, working group meetings, and overseas visits by individual scientists. This is documented by many joint publications [ACES2002; Donnellan, 2003] An iSERVO colloquium was held during the 4th ACES Workshop (July 9-14, 2004 in Beijing, China), and now that ACES has achieved its goals we intend to transition to the more ambitious and broader-based iSERVO.  We add a new cyberinfrastructure component, tsunami science, and a much broader earthquake science collaboration. We are also collaborating with the Computational Infrastructure for Geodynamics (CIG) group, which is an NSF-funded international organization to develop the next generation of geophysics computational science software.  CIG consists of 30 U. S. and four international organizations. This collaboration will allow CIG software to be better used internationally and enhance our earthquake science using their capabilities structured as Grid services.
Our proposal team has developed two types of forecast technology that can be applied in any seismically active area of the world.  The first is exemplified by "hotspot maps" [Rundle, 2002a; Tiampo, 2002a; Tiampo, 2002b; Tiampo, 2002c; Rundle, 2003] in which small earthquakes are analyzed to produce maps that forecast the likely future locations of large earthquakes.  The method has been applied to earthquakes in California, Japan, Turkey, and to a worldwide catalog.  The second is illustrated by the Virtual California simulation, which is based on a model representing the structure and dynamics of the vertical, strike-slip earthquake fault system in California [Rundle, 2004a]. Inputs to the model arise from field data [Grant, 2004; Chen, 2004], and typically include realistic fault system topologies, realistic long term slip rates, and realistic frictional parameters.  Outputs from the simulations include synthetic earthquake sequences and space-time patterns together with associated surface deformation and strain patterns that are similar to those seen in nature. 
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The iSERVO collaboration will allow us to apply these forecast methods to any seismically active area in the world.  A promising example where both fault system simulation and hotspot forecasts would be enabled by the grid technology proposed is China, which has the longest record of seismic activity of any country in the world.  Such long histories are needed to develop forecasting methods and to test the significance of the results. The need for such application has been repeatedly demonstrated by events such as the July 28, 1976 Tangshan earthquake, which killed in excess of 250,000 persons [Yong, 1988].  Another country where simulation methods are being developed and will benefit from international collaboration is Japan [Hashimoto, 2004].  A Virtual Japan simulation could be developed along the same lines as Virtual California that would allow statistics of waiting times until failure to be measured directly from simulations, rather than simply assuming a statistical distribution of waiting times, as is the method at the present.  When coupled with satellite radar interferometry, fault system simulations offer a means of understanding and using space-geodetic data.  As an example, we show in Fig. 1 a simulation of the pattern of surface deformation from great earthquakes on the San Andreas fault that would be revealed by an interferometric radar satellite.
[image: image3.jpg]0250500 750 1000 1250 1500 1750 2000km
yilied DR S

v

Et£ 62E:15

0 "'250°500 750 1000 1250 1500 1750 2000k
A SR




Tsunami Science: Tsunami science is a critical area that has remained underdeveloped until recently, when a huge tsunami raked the breadth of the Indian Ocean and directly effected the entire near-littoral population of the region with its succession of earthquake-generated waves. The tsunami generated by the M=9 Northern Sumatra earthquake clearly showed that tsunamis are capable of causing death and destruction on a scale comparable to the largest and most damaging earthquakes. Although all countries around the circum Pacific belt have experienced earthquakes and tsunamis in recent decades, there has been a distressing lack of awareness of this phenomenon and its potential damage. Tsunamis, primarily because of their rarity, have received less attention than earthquakes. Hence, no information infrastructure is currently available that can deal adequately with forecasting tsunamis and their societal effects and helping speed recovery in the aftermath of the destruction. There is an immediate need for these countries to establish a network of sensors and research centers to develop modern predictive capabilities including likely "scenario tsunamis", arrival times, run-up distances, and resulting damage. An influx of original research and educational endeavors are sorely needed in this area, to provide guidance and information to disaster professionals in populous communities around the Pacific and Indian oceans.  Students must be educated to the dangers of tsunamis and the underlying physical causes. Better numerical and visualization tools are needed for analyzing tsunamis, using the latest advances in software engineering. We have therefore assembled a dynamic team of geophysicists with both diverse talents and international backgrounds to confront the tsunami problem. The iSERVO team consists of experienced tsunami modelers (Steven Ward from UC Santa Cruz, Emile Okal from Northwestern University, Stefano Tinti from the Univ. of Bologna), a seismic tectonic expert (Seth Stein from Northwestern) and geophysical fluid dynamicists (Dave Yuen from Minnesota and Huai Zhang from Beijing, Don Turcotte from UC Davis). Fig. 2 shows the complexity of the problem, using the recent Sumatran event as an example. Here we see that the influences of fault geometry, the coastline, and ocean-bottom bathymetry play an important role in directing the waves. Seismic constraints and geodetic and geologic information can thus be used to forecast the tsunami wave generation. Our tsunami team will also utilize the iSERVO network to collaborate on achieving our goals. With the current generation of high-performance parallel computers and high-speed network, it is timely for our group to embark on the challenging computational problems described in this proposal.

Cyberinfrastructure: A fundamental principle driving this project is the use of information technology to provide open access to all components including observations, simulations, analyses, and their potential consequences.  iSERVO will be built upon a web-based foundation of modern, service-oriented Cyberinfrastructure [Atkins, 2003].  Each country will be served by one or more iSERVO nodes.  The iSERVO collaboratory will support the remote sharing of networks, real time sensor outputs and streaming data, archived data, software applications, visualization services, scientific results and analysis.  The Cyberinfrastructure requirements of this proposal will be met by a Computer Science/Information Technology deployment strategy.  We will build upon our earlier Grid Web Services efforts from QuakeSim [QUAKESIM; Donnellan, 2005], GEON [GEON; Allison, 2003] and LEAD [LEAD] to deploy an international suite of services for providing access to observational and simulation data, online computational methods, and online analysis tools.  We also exploit our strong connections with the Global Grid Forum (where Fox and Gannon are members of the steering group) and with the strong national e-Science/Grid programs in especially Australia, China, Japan, and the United Kingdom. We will follow the successful deployment model of GEON [GEON-softstack] (itself based upon the BIRN [BIRN] model) by defining an iSERVO node software stack.  The common software stack will serve to increase portability and exchange of applications developed by the participating countries.  It will also assist in the internationalization/localization of data services for specific countries and regions.  This node stack will bundle services developed through the QuakeSim, GEON, and LEAD projects, along with third party software such as the Globus Toolkit.  Visualization services in the framework will be based on services developed by the University of Minnesota-led VLAB [VLAB] and UC-Davis KeckCAVES projects. Further real-time collaboration and especially audio-video conferencing will be supported.

Participating iSERVO members will establish and maintain their own nodes with the assistance of a Grid Operations Center (GOC), which will be responsible for sustaining the iSERVO infrastructure.  This effort is described in more detail in Section V.  The Cyberinfrastructure effort is structured as an initial two year project that will define the framework and set up the initial infrastructure. The final three years will focus on the iSERVO GOC to support new earthquake and tsunami services and resources. 
Typical capabilities and products supported by the iSERVO cyberinfrastructure include: a) collaboratory functions including audio/video conferencing and collaborative visualization; b) links to earthquake and tsunami data from Canada, China, Japan, Russia, Taiwan, and the United States; c) simulation technologies such as Virtual California (USA), GeoFEM (Japan), and LSMEarth (Australia); d) tsunami propagation, arrival times, run-ups, and areal coverage from simulations developed in the US, Japan, and China; e) earthquake forecasts using the pattern informatics ("hotspot map") technology developed in the US and Canada, and the precursory chain method developed in Russia and the US; f) Load-Unload Response Ratio (LURR) forecasts developed by Xiangchu Yin’s group in China; and g) disaster scenario simulations, hazard estimates, and warning capabilities.
III. Education, Outreach, and International Activities (EOI)
iSERVO is advancing earth science by enabling the trans-continental integration of researchers with data and simulation resources. iSERVO is advancing computer science by providing stringent requirements and a testbed for virtualization frameworks that allow one to build a federated Grid of Grids. However, equally importantly, iSERVO will have a broad impact in education, outreach and the development of an internationally aware science and engineering workforce. We term this the EOI thrust area of iSERVO and although led by Indiana University, it has components at all the funded US sites. Furthermore, the thirty-five collaboration letters from ten countries demonstrate the international interest in the iSERVO research and its research model. All parts of EOI are addressed proactively in this proposal and involve researchers, graduate students and undergraduates.

Education:  iSERVO will deploy Grid infrastructure to support distance learning in both synchronous and asynchronous modes. These will build on PI Fox’s long-term collaboration with leading Chinese universities in this area. Fox has collaborated with Professor Xiaoming Li of Peking University for over 10 years. While Li was a visitor in Fox’s group for 3 years, they developed and taught Internet classes to Harbin Institute of technology as reported in the Chinese papers in 1996 [ICSEP] and documented by computational science certificates presented to the students when Fox visited Harbin in 1996 [ICSEP2]. Now Professor Li has returned to Peking University where he was chair of computer science and is now Vice Provost and an active researcher. Li heads the education component of China Grid and has already collected 200 online courses on his fault tolerant, distributed education Grid which attracts 10,000 users each day. We will use the federated structure of the iSERVO Grid to link Li’s Realcourse to users around the world and to use his architecture to support courses in other languages. The collaboration technology described in Section V was also developed in a collaboration of Fox with China (Beihang University) and allows real-time Access Grid style delivery and archiving in the form needed by RealCourse. 

iSERVO will offer seminars and full courses in synchronous and asynchronous fashion, building on the technologies described above. We will use existing material to test and refine the infrastructure during the first two years and then expand to a broader effort involving all the participants. An early offering will be built around the graduate textbook "Seismology" from the Northwestern University group [NWBook], led by Stein, which is widely used worldwide. To facilitate this, figures, PowerPoint lectures, animations, and problem solutions are freely available on the web [NWbookweb]. These courses are online [NWCourse107] [NWCourse202] and have drawn wide interest from papers [NWPaper1] [NWPaper2] [NWPaper3]. The goal is to train students with a holistic understanding of the underlying science and how it can be used to develop effective hazard mitigation methods which consider the technical, economic, and societal issues.  The results to date have been excellent. For example, five students have won outstanding student paper awards from the American Geophysical Union (AGU). Fox has taught Internet classes to Jackson State University from 1997-2005 and these cover computational science, parallel computing, Web and Grid technologies; see for example [JSU1997] [JSU2004] [JSU2005]. This material (some of which originated in classes taught with Xiaoming Li) is complementary to that from Northwestern as it covers the knowledge needed to use both the high performance computers and the Grid available in iSERVO. Geoscience has a long tradition of innovative education and this will blend with the state of the art Grid infrastructure of iSERVO to provide powerful new curricula and delivery mechanisms needed in the emerging internationalization of research and education.
Minnesota will focus on the undergraduate component of iSERVO building on the over 60 papers Yuen has already co-authored with undergraduates from both computer science and geophysics. His track record includes several AGU student presentation awards and enables him to attract American undergraduate students because of his reputation and rapport with undergraduates. Yuen will work with Northwestern and Indiana to share graduate and undergraduate researchers. He is currently collaborating with Indiana University on the VLAB materials ITR and on tsunamis with Northwestern. We envisage summer REUs (Research Experience for Undergraduates) with a cross-university and international component. We will exploit Yuen’s successful ideas including encouragement of the students to take relevant foreign language classes before the international experience.

Outreach: ISERVO has clear broad impact in terms of its potential to bring quicker, more accurate estimates of earthquake and tsunami dangers. We recognize that the federated Grid infrastructure developed by iSERVO does not just support international research and education but can also host the resources and communications infrastructure to enable timely warning of disaster. We are collaborating with the Pacific Disaster Center, but we see any significant work in crisis response and warning areas as out of scope in a proposal of this size. Nevertheless we do intend a good public Web portal and very open dissemination of the results of iSERVO. 

Indiana University and UC Davis are already working with the American Indian Tribal Colleges and developing an Internet Geoscience course to be offered by UC Davis and involving both faculty and students at the colleges in mentored research. The American Indian Higher Education Consortium (AIHEC) is a collaborator of iSERVO and will help us work with the World Indigenous Nations Higher Education Consortium to extend this outreach program internationally. We will extend our outreach to other communities including K-12 in the later years of the project.
We budgeted an annual international workshop to be held in the US (twice), Australia, China and Japan over the five years. These open workshops will coincide with meetings of the executive council. Sessions will discuss all aspects of the project: earth science, Cyberinfrastructure, and our experiences with international collaboration. Our research and public portals will also cover these three themes.

Internationalization: We propose significant activities that will prepare an internationally aware scientific workforce.  Our proposal team has strong international connections, as demonstrated by the large number of international participants and supporters we have assembled. In addition, we collectively have an excellent track record for both graduate and undergraduate education.  Using funding provided by this proposal, we will combine these strengths to promote international education abroad experience for both graduate and undergraduate students.  The participating institutions are well positioned to undertake this effort.  We will make use of direct funding (budgeted under travel) to send postdoctoral researchers, graduate and undergraduate students abroad.  Additionally, we will take advantage of two excellent programs offered by the University of California system: the Education Abroad Program (EAP) [EAP-Partners] and the Pacific Rim Research Program (PRRP).   The 40-year-old, UC-wide EAP is the largest reciprocity-based study abroad program in the United States.  It has fee-waiver agreements with approximately 100 institutions in over 30 countries, including many of the iSERVO partner institutions in Australia, China, and Japan.  All students participating in EAP earn course credit towards degree requirements at their home university though they are enrolled at a university abroad.  EAP is actively working towards an increased participation of undergraduate and graduate students from Physical Science and Engineering departments.   iSERVO will work closely with EAP to promote exchanges between iSERVO partner campuses at Davis, Santa Cruz, and Irvine and our international partners.   The PRRP is also run by the University of California system and promotes the study of the Pacific Rim as a distinctive region. Recognizing that the interaction of peoples and states in the region has generated new issues of common concern, the program places priority on research that is new, specific to the region, and collaborative, reaching across national boundaries and bridging academic disciplines. 
We have identified affordable housing at key international partner universities that will make extended stays affordable for students and researchers from the US. Corresponding on-campus housing is available for foreign scientists visiting the US during the summer. These exchange visits are of course essential as one cannot build international collaborative research solely with electronic interactions. The basic ideas of ongoing electronic interactions with international scientists and students using international resources will be followed in all the US iSERVO sites; these will be supplemented as described above by the international annual meeting and exchange visits. We describe below some specific plans at five of the sites.
Table 2 Example graduate/undergraduate internationalization efforts.

	Institution
	Collaborating Country
	Student collaboration

	Indiana University
	Sri Lanka (S. Weerawarana); China (Li, Depei)
	IU PI Fox and Gannon have on-going collaborations with Weerawarana’s Web Service development team.  Fox also has longstanding collaborations with Beihang University in China to develop collaboration software and Grids.  We will use these collaborations to support student exchanges.

	University of Minnesota
	China (Zhang); Japan (Ebisauki); Italy (Tinti)
	UM PI Yuen will lead student research with collaborators in Bologna, RIKEN, and the Chinese Academy of Sciences.

	UC-Davis
	Japan (Matsu’ura)
	UCD PI Rundle formally serves on the research group chaired by Prof. Matsu’ura for computational work on the Earth Simulator.  UCD will organize US students in mini-workshops on the use of the Earth Simulator in calculations of Virtual California/Japan.

	UC-Irvine
	Japan (Matsu’ura)
	UCI undergraduate students will work with in coordination with USC and UC-Davis to extend and internationalize the QuakeTables fault database.

	USC
	Japan (with UC-Davis and UC-Irvine)
	USC PI McLeod will build on strong collaborations with UC-Irvine and UC-Davis to coordinate collaboration efforts

	Northwestern
	China, Japan, Italy (with UM).
	NU PIs Stein and Okal will coordinate efforts on international collaboration with the University of Minnesota.


We will also use this proposal to pay for travel of the principle investigators and senior personnel to further the many ongoing collaborations listed above.  The travel required for these interactions is an important part of our budget and described in more detail in budget justifications.   
IV. Science Implementation
In this section we review some of our current work in earthquake forecasting, interactive fault modeling, and tsunami modeling.  Within iSERVO, we will work to internationalize these applications using the technologies included in the iSERVO software stack (Section V).  Specific research topics and deliverables are listed in Section VII.
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Hotspot Maps: Our group has recently made significant advances in the technology needed to forecast several aspects of future earthquakes.  The first of these methods is based on a new Pattern Informatics method (PI), which quantifies variations in seismicity [Rundle, 2002a; Tiampo, 2002a; Tiampo, 2002b; Tiampo, 2002c; Rundle, 2003]. The output is a map of areas in a seismogenic region ("hotspots") where earthquakes are likely to occur in a future forecast interval, typically a 10-year span. The method has been applied to California, to Japan, and on a worldwide basis. The hotspot map for California was published in 2002, and since then, 12 of the 14 earthquakes with magnitudes M > 5 have occurred on the hot spots or within the margin of error. For both California and Japan, M ~ 3 events are used to forecast M > 5 events, and the margin of error is ± 0.1o. On October 23, the M = 6.8 Niigata earthquake occurred on one of the forecast locations.  The worldwide map (Figure 3) was presented on December 14 and 17 at the American Geophysical Union meeting in San Francisco.  For the worldwide map M ~ 5 events are used to forecast M > 7 events, and the margin of error is ± 1o Subsequently, the December 23 M = 8.1 Macquarie Island event and the December 26 M=9.0 Northern Sumatra event occurred, both on hotspots identified on the map. 

This method can be automated, deployed, and continuously updated for use by the iSERVO partnership through the use of grid technology.  A variety of such maps are under development, each of which provides distinct information.  For example, one can compute variance maps which display areas in which fluctuations are increasing with time, a condition that may be associated with impending large earthquakes [Klein, 2000].  It would be of great interest to develop hotspot maps for locations such as China and Taiwan, based on using M ~ 3 events to forecast M > 5 events, similar to what has been done for California and Japan.  This can only be carried out in the context of iSERVO, which will allow seamless access to regional databases, together with the software technology necessary to carry out the associated pattern analysis and visualization functions.  Coupling these forecasts to the tsunami computation and forecasting software will allow the computation of likely scenarios for tsunami generation, propagation, and run-up.        
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Fault System Simulations: Virtual California (faults shown in Figure 4) is a topologically realistic simulation of the interacting earthquake faults in California.  The frictional failure physics produces empirical statistical distributions (probability density functions: PDFs) that characterize the activity.  One type of distribution that can be constructed from empirical measurements of simulation data are PDFs for recurrence intervals on selected faults.  Inputs to simulation dynamics are based on the use of time-averaged event-frequency data, and outputs include PDFs representing measurements of dynamical variability arising from fault interactions and space-time correlations.  As a first step for productively using model-based methods for earthquake forecasting, we propose that simulations be used to generate the PDFs for recurrence intervals instead of the usual practice of basing the PDFs on standard forms (Gaussian, Log-Normal, Pareto, Brownian Passage Time, and so forth; see [WGCEP, 2003]).   Subsequent development of simulation-based methods will include model enhancement, data assimilation and data mining methods, and analysis techniques based on statistical physics.  
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Virtual California was originally developed by Rundle [Rundle, 1988], and includes stress accumulation and release as well as stress interactions including the San Andreas (blue line plus yellow line faults in figure above) and other adjacent faults (red line faults). The model was based on a set of mapped faults with estimated slip rates, a prescribed plate tectonic motion, earthquakes on all faults, and elastic interactions. An updated version of Virtual California is used in Figure 4 [Rundle, 2001; Rundle, 2002b; Rundle, 2004]. The faults in the model are those that have been active in recent geologic history. Earthquake activity data and slip rates on these model faults are obtained from geologic databases. A similar type of simulation has been developed by Ward [Ward, 2000]. 

As an example of the type of computation that can be carried out for seismically active areas such as China and Japan, we have used simulations to compute the statistics of the waiting times until the next large earthquake M > 7.0 on the northern San Andreas fault (yellow section of fault in Figure 4) as a function of the time since the last such event (Figure 5).  The figure shows the computed median time in years (green stars) until the next large event.  The upper and lower boundaries of the yellow region (green circles) show the 75% and 25% (respectively) probabilities.  The red star represents the time (99 years) since the last event that ruptured the yellow section of fault, which was the 1906 M = 7.8 San Francisco event.  Thus we see that the model forecasts a probable waiting time of approximately 50 years until the next M > 7.0 event on the yellow section of fault.
The iSERVO partnership will enable fault system simulations such as Virtual Japan and Virtual China to be constructed that will allow similar types of forecasts to be computed.  More accurate methods for pattern discovery and analysis are in process of development that will allow groups of precursory patterns to be identified and used to produce more accurate and useful forecasts.
Tsunamis: Our understanding of tsunamis is far less advanced than earthquakes in terms of science and the numerical technology. Our major intent is to help in the building of a more modern computational infrastructure for tsunami simulations during the next 5 years. We now describe our goals for this young field of tsunami dynamics.  In all of this work, we will incorporate undergraduate students and collaborate with international partners, as we describe in detail in Section III.
Advancing tsunami research by developing more realistic models: The initial conditions for integrating the wave equations are obtained from information gleaned from seismograms about the fault geometry and fault slip, which control the focal mechanism and earthquake magnitude. However, predicting tsunamis in real time is a formidable challenge. For example, the December tsunami took about two hours to reach Sri Lanka. Hence it would be enormously useful to develop in advance models of plausible future tsunamis. In many cases, geological and geophysical data can give reasonable predictions about the geometry and size of future tsunamigenic earthquakes and the resulting tsunamis. The slip vectors in the earthquake play a prominent role in the wave excitation. We plan to employ the seismic constraints (provided by team members at Northwestern University) and to develop automatic routines for providing accurate initial conditions based on seismotectonics. Different scenarios, such as landslides and volcanic eruptions, will also be considered by Ward (UCSC) and Tinti (Bologna).  The models will yield geologically realistic scenarios for future tsunamis that will also incorporate assessments of potential damage. They can then be mated with tsunami warning systems such that once a major earthquake occurs, a preplanned warning can be issued for the areas likely to be affected. The benefits of such a system in December would have been enormous.
Advancing tools for numerical modeling and analysis of tsunamis: We will bring into tsunami analysis tools of analysis such as data-assimilation. Geophysicists, including team members, have already experience in this matter [Bunge 2003; Hier-Majumder, 2004]. The partial-differential equations associated with data assimilation are more computationally intensive than the direct problem. Level-set methods [Osher, 2003] will be introduced to look at tsunami waves interacting the coast. Yuen and Zhang will be working on this problem and will leverage this work with Yuen's NSF Math-Geo grant on wavelets (described in prior results). 

Accessible models of tsunamis: Currently, the codes employed in modeling tsunamis are developed and run by individual researchers. There are no user-friendly codes available for general usage by other scientists and students. As a result, it is difficult to explore the effects of alternative scenarios of fault rupture to see what the resulting consequences would be. For example, it is now clear that the December tsunami would have been far less destructive if (as initially appeared) only the southern portion of the rupture had broken. We plan to address this shortcoming by developing user-friendly codes based on modern numerical methods.  Two different types of codes will be developed. One is based on the shallow-water approximation [Hutter, 2004] and will account for the effects of bottom seafloor topography and complex geographical boundary of the coast.  The equation of state of water, which includes the dependence of the wave speed on temperature and salinity, will be included. The second method is based on the complete, compressible 3-D Navier-Stokes equation. This approach is much more computationally intensive, as it makes use of far fewer approximations than the shallow-water equations. We can regard this approach to be of grand challenge type in tsunami modeling, solving the compressible equations over a given ocean basin with variable topography. Such an approach will be very computationally intensive and will require between one billion to ten billion grid points. These codes will be parallelized in order for them to run efficiently over large platforms.  Besides our own computational resources, we will seek resources from the NSF centers. Additional resources may be available via collaboration with our Chinese and Japanese partners who have powerful computing resources at RIKEN and also at Beijing. Our Chinese partners are committed to working on tsunami simulation and have identified this as a grand challenge type of problem [Cohen, 2005].
Web-based tools for tsunami simulations: We will develop web-based tools and portals for submitting jobs and carrying out visualization of tsunami simulations.  This involves collaborations with the team members from the NSF-funded VLAB at Florida State University, Indiana, and Minnesota. This work will leverage the NaradaBrokering [Fox, 2005] middleware developed at Indiana. This leap into 21st century IT will help to revolutionize the mode of research in tsunami modeling.

Identifying “grand-challenge” problems: We will formulate the grand challenge problem of 3-D solution of the water wave equations over a spherical basin. We will also include the dependence of the sound velocity on temperature and salinity. This problem will allow us to compare the accuracy with the commonly used shallow-water equations. Thus far there have been no benchmarks present in the tsunami literature, mainly because of lack of computational resources to carry out the 3-D problem.

Building a strong international infrastructure: We have assembled an international team of Chinese, Italian, and US scientists to attack the tsunami problem. Three members of our team (Okal, Ward, and Tinti) are experienced veterans in this field. They are joined by Turcotte, Yuen and Zhang, with extensive experience in fluid dynamics of various sorts, ranging from mantle convection to aeronautics. We will be able to build the foundation for an international network in tsunami modeling in the future.
V. Grid Computing and Information Technology for iSERVO
We consider in this section the technical pathways for increasing international collaboration through the use of a Grid computing foundation [Foster, 2003; Berman, 2003].  Grids provide the low-level infrastructure for moving data, executing remote commands, and for monitoring applications, data transfers, and the network itself. Grid technology is also the backbone for creating and managing Virtual Organizations [Foster, 2002] in which computing resources from different organizations are federated into a single organizational entity.  Example data-intensive Grids include High Energy Physics efforts [CHIMERA; Allcock, 2002], LEAD [LEAD], GEON [GEON], and BIRN [BIRN].  

The iSERVO team requests funding for two primary IT efforts a) to design and help deploy a common iSERVO “software stack” at all participating institutions, and b) to establish a Grid Operations Center (GOC) to maintain the iSERVO nodes.  Both of these activities build upon proven prior work. Before discussing our proposed approach in detail, we first provide two illustrative examples of how iSERVO will enable the internationalization of geophysics.  These directly involve the use of standard iSERVO node software stacks and collaboration technologies (described below) to make the iSERVO tools portable and scalable. 

· Prof. Mitsuhiro Matsu’ura’s colleagues at the University of Tokyo want to modify Virtual California (VC) to realize a Virtual Japan.  They need an equivalent to the QuakeSim Fault Database [Chen, 2004; Grant, 2004] with Japanese faults, created with assistance from USC and UC-Irvine.  Lisa Grant’s group assists in determining similarities and differences in the data available.  Dennis McLeod’s group constructs a multi-level ontology (semantic description of the data down to format) or ontologies for the Japanese data, possibly for use in concert with US data.  John Rundle’s group assists with VC installation and shows collaborators how to use the codes and interpret the results.  Application software, databases, portals, and web services are all packaged to easily install on selected platforms.  Rundle and his group continue to collaborate with the Japanese team via Access Grid, ADMIRE, and GlobalMMCS.   All efforts involve both graduate and undergraduate students.
· Seth Stein and Emile Okal teach a short course on the tectonic, earthquake, and hazards issues relevant to tsunamis. Its goal will be to introduce students to the multidisciplinary aspects of the topics. We envision a mix of students from different countries with differing levels of prior knowledge. Our goal will be to broaden the base of knowledge of these topics. The class uses international data and Stein’s textbook.  Students use data appropriate for their countries using codes installed on computing infrastructure in their home countries.  Access to the data and codes is simplified through the use of portals and problem solving environments such as the Kepler workflow system [KEPLER].  The resulting course will be available on-line for users at any time.

iSERVO involves a large number of participating international institutions.  Participation is voluntary and involves considerable leveraging of outside funding. The US iSERVO team has aligned itself with a number of large scale Grid efforts, as reflected in our extensive support from both domestic (Donnellan, Baru, Catlett, Drogemeier) and international partners. These Grids variously provide computing resources (such as TeraGrid and the Chinese National Grid), applications, and data sources and cyberinfrastructure tools (such as GEON, LEAD, and QuakeSim).
iSERVO Software Stack: Our particular intent is to provide the software and support for establishing a common iSERVO Grid environment among international participating institutions.  This is to simplify and increase scientific collaboration by a) making it easy to install and use localized/internationalized versions of data tools such as the California-specific QuakeTables fault database; b) simplifying installation and use of iSERVO codes (such as Virtual California); c) increasing portability of tools and the integration of new services through Kepler workflows; d) making it easy to install and run localized versions of computing portal systems; and e) simplifying the process of voluntary resource sharing in the iSERVO testbed. In addition to these primary goals, iSERVO proposes to accomplish several longer term goals.  First, we will increase interoperability of Grid systems across international boundaries.  iSERVO seeks to provide the foundation for a global geophysics and geo-informatics Grid through the sharing of selected resources in a testbed environment.  Initial efforts will focus on select Grid service instances from participants that can be made publicly available to the community.  Examples of these include data services for faults, public access to simulation codes, and collaboration tools.  

Grids are designed to couple scientific data archives, real-time data streams, high performance computers, scientific application codes, and other resources.  Collaboration tools such as the Access Grid are also part of the Grid software stack.  Third party software such as the Globus Toolkit and OGSA-DAI provide general purpose Grid capabilities, from which we may build more specific iSERVO tools and services.   The table below summarizes some specific iSERVO contributions that will be part of the iSERVO software stack.
Table 2 Grid technologies for iSERVO software stack

	Services and Tools
	Description
	Usage

	QuakeTables Fault Database (USC, UCI)
	Provides both semantic and syntactic specifications of geoscience data
	Web Service interface allows both human and direct programmatic (GeoFEST, Virtual California) usage

	Web Feature Service (IU)
	OGC-compatible GML data service
	Provides static data for earth surface features

	Web Map Service (IU)
	OGC-compatible digital map creation service
	Creates interactive maps that can be integrated with data sources and application codes

	Application Factory Service (IU)
	Generically executes and manages applications
	Acts as a job broker/manager for remote applications

	Semantic Registry Service (UCSD/GEON/USC)
	Provides a registry for services by their semantics 
	Provides an federated registry system for managing diverse distributed services and information sources

	Kepler (UCSD/UCD)
	Provides a workflow management system
	This is a problem solving environment for Grid systems

	GeoStreams (UCD)
	Supports adaptive real-time processing of streaming geospatial image data
	For  querying and processing continuous, high bandwidth remote-sensing device data

	Geoscience portlets
	Pluggable, exchangeable portlet components
	GEON, LEAD, and QuakeSim portals are all based on reusable portal components that manage client access to iSERVO services.  These will be reused among projects through the OGCE [OGCE].


iSERVO Applications: We have shown through the NASA QuakeSim project, GEON, LEAD, and others, that Grid computing and information technology can significantly enhance collaborative geophysical research.  One of the key bottlenecks in the geosciences is access to data: the input data needed by earthquake and tsunami application codes, if it is online in electronic formats, often does not have programmatic (Web Service) interfaces for automating queries and filtered searches that can be pipelined directly with applications [Gadgil, 2004]. This data instead tends to be distributed among heterogeneously organized archives. As a result, geoscientists must often maintain their own local archives using files.  Further, data for developing countries may be extremely hard to obtain. Several specific example benefits are given in the table below.  
Table 3 Example iSERVO application codes and their resources.

	Example Applications 
	Description
	Data Requirements
	Example Input Data Sources

	Virtual California (UC-Davis)
	Simulates large scale interacting fault systems.
	Fault models, including static and dynamic data
	QuakeTables Fault Database, Earthscope PBO

	GeoFEST (NASA JPL)
	Three-dimensional finite element code for simulating faults
	Works with realistic geometric and material models of faults
	QuakeTables Fault Database for California

	Finley (Queensland)
	Finite Element Method kernel similar to GeoFEST
	Geometry models of faults, similar to GeoFEST
	QuakeTables Fault Database

	GeoFEM (University of Tokyo)
	Finite Element Method Code with applications similar to GeoFEST
	Geometry models of faults, similar to GeoFEST
	QuakeTables Fault Database


One of the major focuses of the QuakeSim and GEON efforts is to make this geoscience data available programmatically to applications through Grid Web Services, as well as to allow potential users to find and understand the data.  This allows data sources to be tied directly to execution codes so that entire “pipelines” of applications can be built and managed using techniques such as science portals, distributed scripting systems, and workflow composition tools [KEPLER].

Not only input data (such as shown in Table 3) must be managed.  In the case of earthquakes and tsunamis, there is the additional problem that most simulations of these cannot be done usefully in real-time:  the simulations take too long to produce results useful for issuing warnings, for example.  Instead, it is necessary to consider many possible scenarios, calculate and archive results, and then search and recover from the archives while an event is occurring [Dzwinel, 2005].
Federations of GeoScience Data, Services, and Codes:  As we have described above, it is often the case that geophysical data is not easily available programmatically through Web Service interfaces.  Geographical Information System Grid services [Cox, 2003; Aydin, 2004] provide the data models and services for most of what we need. This includes (1) data registration services for geospatial and temporal data, remotely-sensed imagery, as well as relational and semi-structured data, (2) data integration services that operate on heterogeneous forms of distributed data, and (3) computation services, such as data analysis components and simulations; cf. [GEON; BIRN; Ludaescher, 2005; Lin, 2003; Ludaescher, 2003; Bowers, 2004].
However, getting the data archives and streams “wrapped” with services is only part of the problem.  In seismology and the geosciences, scientists typically have their own interpretations and analyses of raw data from different sources (observations, simulations, etc.). Individual databases are distributed and are organized in different manners. In order to access the tremendous and growing amount of heterogeneous data, a semantic metadata management system is required to support the effective information retrieval and web-based search for data of interest to scientists, and the ability to interoperate such diverse datasets with various models, simulation codes, and such. Effective Web Service-based interoperability is critical for federated database services.  Web services use an XML-based protocol and schema of interface definitions to invoke the applications among servers and clients. Web services allow information exchange among different platforms and applications and make remote application invocation possible. It is important to accommodate a “federation” (loosely-coupled) set of data sources and computational programs and models (codes) and the interoperation of heterogeneous data and codes.  Both the GEON group and QuakeSim ontology and semantic data groups, lead by UC-Davis and USC, respectively, have independently adopted similar approaches to ontology design and semantic mediation.  It will be one of this project’s implicit but very important deliverables to closely align these efforts and to internationalize this research.
There is of course considerable related work in progress, particularly in the areas of a) data assimilation: assimilation of remotely sensed data from earth-based sensors and Earth orbiting satellites, GPS, etc.; b) data mining [Chung, 2003a]: ontology integration and data interpretation based on semantics (concept, event mining), a key focus of both the QuakeSim and GEON efforts; and c) Grid Web Services: information exchange among different platforms and applications and invocation of the remote applications. Perhaps one of the most unique aspects of our work is the synergistic combination of these elements and their use by geoscientists through iSERVO.
To support information sharing and interoperation, we employ a federated ontology architecture. An ontology is a specification of the semantics of information and resources – at levels from concepts and inter-relationships involved down to data formats (metadata). Meta-ontologies are supported to describe connections between ontologies. The initial ontology structure we have developed for one of our key data resources, the QuakeTables database, results from the combined efforts of domain experts and computer scientists. Each local database in the Database Architecture is associated with an ontology. A browser-based authoring tool is implemented for manual ontology management and evolution. The data integration is performed by the data integration API, the semantic-based wrapper, in the architecture. The semantic-based wrapper facilitates the Federated Database Service. The semantic-based wrapper interprets metadata from different data sources according to the meta-ontology and ontologies. After the data integration process performed by the semantic-based wrapper, the retrieved data from several data sources is then presented as a unit to the requestor. Users receive abundant and integrated data from the Federated Database Service without dealing with synonyms of metadata, differences of format, and the integration of retrieved results.
Grid Operation Center (GOC): To be effective, iSERVO requires a support system: people who use and supply resources and applications must be able to work knowledgably in a connected and coordinated manner, to be aware of the status of resources and infrastructure, and to cooperatively solve problems. The Grid Operations Center (GOC) is the hub of iSERVO’s distributed support structure and will build upon Indiana University’s experience running similar facilities for iVDGL (http://www.ivdgl.org/) and the Open Science Grid Integration Testbed (http://www.opensciencesgrid.org). The GOC provides a common face to cooperatively provided support. It facilitates and supports communications, information resources, grid resource registration, monitoring, problem coordination and solving, change coordination, security incident handling, provisioning, testing, validation, distribution, and requests for assistance. The GOC coordinates daily operations of the iSERVO Grid, provides services that enable users and providers, and provides continuously integrated views of grid status from monitoring and operations systems.
 To provide these services, the GOC concentrates efforts on building and enabling support communities in addition to the traditional provisioning of centralized support through infrastructure and resources. The GOC works to establish and maintain a cooperative iSERVO support community and facilitates work to and among the responsible agents in the community. In addition, the GOC provides the necessary centralized service components, infrastructure and resources to enable the cooperative community, and provides a tier of direct support resources, including a 24x7 service desk.  The iSERVO GOC will be co-located and leverage resources and expertise with the international Grid Operations Center (iGOC), and the Global NOC at Indiana University. The Global NOC hosts the network operations centers for the Internet2 Abilene and National Lambda Rail networks and various international research and education network interconnections.
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Real Time Collaboration: iSERVO will make extensive use of Grid Service-based collaboration technology to support both ongoing research, education, and outreach. It will be used to allow remote participation in our annual meetings and to support the online curricula produced and offered by the project participants. We will use technologies compatible with Access Grid [AG], Polycom [Polycom]. VRVS [VRVS], and simple web cams [Kadlec, 2004a]. This area already forms a major international collaboration between Fox and Professor Wei Li, a member of the Chinese Academy of Sciences and currently President of Beihang University. Beihang developed the ADMIRE collaboration environment [ADMIRE], which is installed widely in Chinese universities. ADMIRE is now being extended in collaboration with Indiana University to produce the GlobalMMCS environment [GlobalMMCS; Wu, 2004] systematically using Grid architecture. ADMIRE and GlobalMMCS are fully compatible and extend the other major collaboration approaches and are for example used by the Indiana University Graduate school to interview potential Chinese graduate students. Professor Li is also director of the National Lab of Software Development at Beihang.  We believe that iSERVO will benefit from our experience in real-time collaboration with China and GlobalMMCS will be helped by the rich set of requirements coming from transcontinental education research and disaster management.  
VI. iSERVO Management

We will use a management plan sketched in Figure 6 that is loosely based on the successful strategy used by the NSF Science and Technology Center CRPC (Center for Research in Parallel Computation) led by Rice University in which Fox played a significant role. 
We divide the project into four major thrusts described in this proposal: namely earthquake science, tsunami science, Cyberinfrastructure and EOI (Education, Outreach and Internationalization). Planning and decisions for iSERVO will be made by an executive council consisting of the PI, the leaders of these four thrust areas, and by institutional representatives. The latter will be chosen so that all funded institutions have at least one representative on the council and so that interactions with key international partners are supported. The four thrust areas will themselves form technical teams whose work will be represented by the thrust area leads in council meetings. We anticipate that as iSERVO gets started, we will interact with the foreign partners and see how best to organize their input. They cover the diverse areas of expertise represented by our internal thrusts. We anticipate that these partners will interact with and, with the rest of the council, choose appropriate representatives. There is one especially important international interaction with the Asia Pacific Economic Cooperation (APEC) already shown in Figure 6; this critical APEC Cooperation for Earthquake Simulation (ACES) component should continue in an extended fashion and form the broad international institutional advisor and trustee for iSERVO. We anticipate that several foreign partners will get their own funding for their part of iSERVO, and ACES will renegotiate its charter with APEC to support the major expansion in scope of iSERVO over ACES. The details of the implementation of the US iSERVO management shown in Figure 6 will depend on how these outside developments play out.

The full council will meet face to face once per year at our annual meetings and by collaboration cyberinfrastructure (e.g. Access Grid) at least once more each year. There are other occasions such as AGU for Earth Science, Supercomputing, and Global Grid Forum for information technology where many of the partners will meet and advance the planning process. All the areas shown in Figure 6 will of course have much more frequent and typically virtual (electronic) meetings.
VII. Milestones
	Earthquake Research Time Table and Deliverables

	Date
	Deliverable Descriptions

	Year 1 
	Refine world wide hotspot maps.  Produce efficient parallel version of Virtual California, run codes on Earth Simulator and Ames Altix machine "Columbia".  

	Year 2
	Continue refinement of hotspot maps with new criteria, refine testing techniques with Molchan diagrams.  Begin finite element computations of stress Greens functions for Virtual California with smaller scale resolution.  Collaborate on development of Virtual Japan and Virtual China.   Install in iSERVO portal.  Define methodology to determine most probable tsunami source regions.

	Year 3
	Continue refinement and testing of hotspot maps for world wide maps and select countries (Taiwan, China and Canada).  Introduce thrust faults into Virtual California dynamics. Demonstrate Virtual Japan and Virtual China with boundary element faults on Altix class machine.  Refine most probable tsunami source regions.

	Year 4
	Develop variance hotspot maps, link with accelerated moment release and activity-based correlation lengths.  Refine forecasts and hotspot maps with Virtual California, Japan, and China.  Transfer technology to begin development of Virtual {India, Canada,...}

	Year 5
	Final versions of hotspot maps and software technology.  Link through iSERVO portal.  Virtual {California, Japan, China, Canada,...} running with thrust faults& strike slip faults.  Resolution of Virtual (Country) programs at the level of ~ 1 km, horizontally and in depth.

	Tsunami Research Time Table and Deliverables

	Date
	Description

	Year 1
	Tsunami portal component design, tsunami code development. Initial meetings among members of the team and education of the basics, start of code-development of the general tsunami code, development of the web interface

	Year 2
	Portal development; code validation. Completion of code development and validation of the code, development of the Web-user interface

	Year 3
	Grand Challenge problem started.  Evaluation of progress, start of grand challenge. problem, implementation of web-user interface on iSERVO system

	Year 4
	Grand Challenge problem research continued. Final tuning of the code, testing of web-user interface system, grand challenge problem,

	Year 5
	Grand challenge problem research completed. Documentation and publication of final  results.

	IT Deployment Timetable

	Date 
	Description

	Year 1


	iSERVO Node Stack Specification; iSERVO Node Stack 1.0. List of proposal and third party software required to run an iSERVO node. First release of packaged iSERVO software.

	Year 2


	International Testbed; iSERVO GOC start up; iSERVO Node Stack 2.0. Stand up international test bed with participating institutions. Stand up iSERVO Grid Operations Center to support test bed. Release upgrade of node software stack.

	Year 3-5
	Production iSERVO supported by GOC. iSERVO testbed goes into production; GOC support services scaled up to support the production iSERVO grid.

	Year 4-5
	iSERVO Maintenance Releases. iSERVO Node stack upgraded with new releases.

	EOI Time Table and Deliverables

	Date
	Description

	Year 1
	Portal components designed and built, first US and external exchanges; shared electronic seminars

	Year 2
	AIHEC outreach project; shared courses with existing material

	Year 2-5
	Establish full exchange programs described in EOI; regular electronic research exchanges

	Year 3-5
	New curricula; extend outreach to K-12


VIII. Prior Results
Indiana University:  “Middleware for Grid Portal Development,” NSF Cooperative Agreement No. ANI-0330613; M. Pierce, G. Fox, D. Gannon, and B. Plale. This project is funded for the period September 1, 2003-August 31, 2006 for $1,056,452.  The total project budget, including all partner universities in the cooperative agreement, is $3.2M.  The project has released three scheduled Grid portal software releases, available through the Open Grid Computing Environments Collaboratory’s website [OGCE].  NSF Award no. 757EXP2290A, “National Computational Science Alliance.”  NSF PACI Program NSF Cooperative Agreement; D. Gannon and G. Fox.  A subcontract through the University of Illinois, $400,000, 10/1/02 through  9/30/04.  This project is the NCSA Alliance “Portal Expedition”, which has evolved to a larger collaboration supported by the NSF NMI program [OGCE].  This work has resulted in 15 publications.  For representative publications, see [Gannon, 2005; Johnston, 2000; Fox, 2003a]. International Virtual Data Grid Laboratory project (NSF # 012255): Pearson.  The Indiana University iGOC (International Grid Operations Center) is a participant in the International Virtual Data Grid Laboratory (iVDGL).  Among other objectives, iVDGL sought to establish a prototype computation grid (Grid3).
University of Minnesota:  GRANT No. EAR-0106276, $160,000, 07/15/2001-6/30/2004 Modeling and Visualizing Multiscale Phenomena in Geophysics (PI: Yuen). This is a collaborative project. The focus is Dr. Yuen’s results of large-scale numerical simulations. Since wavelets can decompose complex images for diverse length scales, it is expected to gain a much better insight into nonlinear processes which involve the cascading of scales. This work resulted in 3 journal publications. EAR 03 27387, $193, 796, 09/01/03 to 8/31/06 Total award: $193,796 Collaborative Research: CMG: Wavelet-based Unified Approach for Physical Feature Extraction, Large Scale Visualization and Modeling of Multiscale Geological Processes. We have used wavelets to investigate the graphical display of multiphase diagrams and to study problems of turbulence. This work has resulted in two publications thus far. 
University of Southern California: EEC-9529152; NSF Engineering Research Center: the Integrated Media Systems Center; D. McLeod, Strategic Scientist. The top level vision of this center is immersipresence – to bring together people, places, and things over the boundaries of space and time.   McLeod’s role has mainly involved strategic planning and integration, and also conducting research on semantic multimedia representation (ontologies), mining from information streams, etc.  For representative publications, see [Khan, 2004; Chung, 2005; Aslan, 1999].
University of California, Davis:   ITR Collaborative Research: GEON: A Research Project to Create Cyberinfrastructure for the Geosciences; NSF/ITR (EAR) 0225673, 2002-2007; B. Ludaescher, Co-I.  (C. Baru, PI). This ongoing project is developing cyberinfrastructure to allow scientists seamless registration of data sources and services to shared repositories, and the subsequent concept-based discovery and integration of information [Ludaescher, 2005].  See also [Brodaric, 2003; Bowers, 2004; Lin, 2003; Struik, 2002]. NSF/ITR: Adaptive Query Processing Architecture for Streaming Geospatial Image Data (GeoStreams), Award #0326517, 2002-2007, M. Gertz (PI). This project develops and implements models, techniques, and architectures for the adaptive processing of real-time remotely-sensed, streaming geospatial satellite image data. See for example [Hart, 2004; Zhang, 2004]. CMG-03-27799, Development of a new theory of damage mechanics, with applications to the geological sciences. L. Kellogg and D. Turcotte, investigators. We have developed a version of damage mechanics that involves a yield stress and damage evolution in analogy to the metastable behavior of a substance undergoing a phase change, with applications to the temporal decay of aftershocks; brittle deformation of the crust associated with repetitive earthquakes; flexure with damage: the relaxation and damage that occur in a bending plate and visualization of stress tensors in a damaged materials. This ongoing grant has resulted in 8 meeting presentations and 8 peer-reviewed papers and manuscripts to date.
Northwestern University: EAR-0004031: 6/1/01-5/31/04, $150,000 (NU share) Collaborative Research: Nazca - South America Convergence in the central Andes, PI's: T. Dixon, S. Stein Results from our episodic and continuous GPS studies in Peru and Bolivia were integrated with seismological, plate motion, and geological data to explore the dynamics of convergence and mountain building.  For representative publications see [Liu, 2002; Klosko, 2002; Hindle, 2002; Stein, 2002; Yang, 2003].
University of California, Irvine: EAR-0409500 $240,247, 8/15/04-7/31/06, L. Grant (PI). Multi-cycle rupture history of the San Andreas fault in the Carrizo Plain. This project has just started and there are no results yet. In previous years Grant received NSF support as flow-through funds via the Southern California Earthquake Center (an NSF Science and Technology Center). The results were published in 7 journal articles but they are not directly relevant to this proposal and therefore are not listed here. 

Fig. 1: Simulation of surface deformation due to great earthquakes on the San Andreas fault system.  A section of the California coastline from Los Angeles to San Francisco is shown.  Colored “butterfly” fringes represent radar interferograms produced by large and great strike slip earthquakes. 





Fig. 2: Simulation of the Sumatra earthquake Tsunami from the Santa Cruz iSERVO group 








Fig 4:  Fault map in Virtual California 





Fig 5:  Plot of waiting time (years) until next M > 7.0 earthquake on yellow fault section of figure 4 as a function of elapsed time (years) since last such event.  Red star indicates time since 1906 event.
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Fig. 6: Management of the USA iSERVO. We show the executive council and APEC link. USA1 & USA2 represent US Institutional council members while Intl1 is one of several international members.
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