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Abstract:  

Current mapping and related geospatial technologies are not designed to support group work and we have a 
limited theoretical or practical basis from which to extend (or reinvent) technologies for group use of 
geospatial information. To address the challenge of supporting group work with geospatial information, we 
have developed a comprehensive conceptual approach to geocollaboration and are applying that approach 
to a range of prototype systems that support both same- and different-place group activities. 

Our focus in this paper is on same-time, same-place group work environments that mediate distributed 
thinking and decision-making through use of large-screen displays supporting multi-user, natural 
interaction. Two environments will be described and compared. Both make use of hand gestures as a 
mechanism for specifying display locations. One adopts a white board metaphor while the other adopts a 
drafting table metaphor. We also consider two use cases: group data exploration (by scientists and analysts) 
and group decision-making (by crisis managers and planners).  

1 INTRODUCTION 

Visual displays of geospatial information in the form of maps and images have long served as enabling 
devices for group work. Urban and regional planners, for example, often gather around large paper maps to 
discuss master plans or specific development choices and these same large format maps are used as the 
object of discussion at subsequent public meetings. Similarly, teams involved in crisis management use 
large maps in both situation-assessment and response activities and earth scientist (e.g., geologists, 
ecologist) often work collaboratively on development of map categories and on planning for field research 
activities. These are rudimentary examples of what we label geocollaboration. As an activity, we consider 
geocollaboration to be group work about geographic scale problems facilitated by geospatial information 
technologies. As a field of research, we consider geocollaboration to be the study of these group activities, 
together with the development of methods and tools to facilitate them. 

Recent technological advances in display hardware and multimodal interfaces are making it possible to 
merge the advantages of large format representations that facilitate group work with those of dynamic, 
interactive displays (applied over the past decade to desktop mapping and GIS applications designed for 
individual use). This merger is likely to have a substantial impact on group productivity. In addition, 
dynamic, large-format displays having natural interfaces designed specifically to support group work have 
the potential to dramatically (and qualitatively) change the way groups work with geospatial data, thus to 
create fundamentally new kinds of geocollaboration.  

This paper provides an update on two ongoing projects to develop methods and tools that support visually-
enabled geocollaboration – among humans and between human and computer agents. The research builds 
on a human-centered conceptual approach to both design of geocollaboration environments and evaluation 
of environment usability. For details, see: [3, 4]. The overall approach integrates perspectives from 



 

cognitive science (particularly distributed cognition), semiotics (particularly the mechanisms through with 
representations are devices for sharing meaning), and usability studies (particularly cognitive systems 
engineering). Here, we focus on different metaphors for support of group work with large screen display 
and on some of the key design decisions that underlie the natural, multi-user interfaces we have 
implemented. 

We begin below (in section 2) with a brief overview of recent research on large-screen, map-based displays 
and their use in facilitating group work. In section 3, we describe and compare two environments that we 
are developing. Both make use of large displays and natural interaction to enable same-time, same-place 
group work with geospatial information. One environment supports joint use of exploratory 
geovisualization tools. The second is directed toward crisis response facilitated by GIS. Section 4 provides 
discussion and plans for future research. 

2 BACKGROUND 

The advantages of large format maps as group situation-assessment and decision-making tools have 
prompted multiple authors to consider the potential of dynamic, large-format, map-based displays for group 
work with geospatial information. Florence, et. al  [5], for example, proposed (but did not implement) the 
GIS wallboard, an electronic white board envisioned to support sketch-based gestures (of the sort 
implemented by Oviatt [6] and Egenhofer [7] for tablet displays). In the precursor to our multiuser 
Dialogue-Assisted Visual Environment for Geoinformation (DAVE_G) system (discussed in section 3) our 
colleague Rajeev Sharma and his research team successfully implemented a natural multimodal (speech-
gesture) interface to a large screen dynamic map [8, 9] and extended the system to support a crisis response 
scenario used to test robustness of the interface methods [10]. 

The environments above all adopt a white board (or wall map) metaphor. This kind of interface is likely to 
be useful in a context such as a public planning meeting or emergency operations center briefing in which 
one or two individuals take a lead role in presenting information and steering a group discussion. This kind 
of interface (like the traditional white board or black board) affords the action of walking up and drawing 
or writing, then giving way to another actor.  

An alternative metaphor is the drafting/work table. This metaphor affords group activity around (rather than 
in front of) the map display (creating an environment similar to one with a large map on a drafting table). 
This format is typical of work by military and emergency management personnel in the field or urban 
planners in the office (where they may conduct extended work prior to its presentation with a wall display 
at a public meeting). Hopkins and colleagues [11] as well as Arias, Fischer and colleagues [12, 13] have 
implemented large, table-like group work displays to map-based planning activities. The later group has 
merged virtual and physical space in a system that allows users to create a shared model of a planning 
problem by manipulating 3D physical objects that provide a “language” for interacting with a computer 
simulation. 

In some contexts, such as military planning and crisis response, large paper maps retain a distinct 
advantage in their combination of high resolution and portability. McGee [14, 15] has studied military 
planners working with such maps. Based on this research, he proposed an approach to augmenting paper 
maps through digital Post-it notes (physical notes for which the position and content could be sensed by the 
system). The goal was to create a robust system that did not require users to learn new work routines and 
that would continue to work even when technological or power failures occurred. 

A third metaphor used in group work environments is activity (or geographic) space itself. Activity spaces 
afford entering and behaving within them; and that is what immersive environments for group work attempt 
to support. Neves and colleagues [16] developed an immersive virtual workspace based on a GIS room 
metaphor (a room in which maps can be mounted on the wall or placed on a digitizing tablet for encoding 
in the system). They implemented the environment only individual users but, conceptually, the metaphor 
could support multiple users. One of the first collaborative, immersive environments using a geographic 
space as the underlying metaphor is the Round Earth Project, developed to enable children’s learning about 
the shape and size of the earth [17]. While that effort focuses on same-place collaboration, there have been 



 

several Cave and ImmersaDesk-based demonstration projects that support collaboration within 3D, 
geographic-scale environments representing real and modeled spatio-temporal processes, see: [3, 18, 19]. 
Recently, Armstrong  [20] identified teleimmersive environments (different-place, collaborative, immersive 
environments that rely on high performance computing and distributed geo-processing) as a grand 
challenge to the research communities in geographic and information sciences.  

3 NATURAL, MAP-BASED INTERACTION WITH GEOSPATIAL INFORMATION 

Here, we discuss two geocollaborative system development efforts, emphasizing the role of maps as a 
primary interface component in each. The first system uses a horizontal display that functions much like 
traditional drafting tables that multiple participants in a group activity can gather around. The second 
system uses a vertical display that functions more like an electronic white board. Both differ from most 
other large screen environments in their use of hand gestures in place of mouse, pen, or wand as a primary 
interface method for specifying display location. 

3.1 HI-SPACE 
 
The HI-SPACE (Human Information Workspace) environment offers a platform for enabling groups of 
analysts to interact with each other and with geospatial data in new ways, remedying some of the 
inefficiencies involved in group use of visualization tools on traditional displays. This prototype, 
collaborative virtual environment (CVE) is an experimental, hands-free, untethered, enhanced reality 
system developed by Richard May [1].  The goal of developing this HI-SPACE environment was to 
promote more natural interaction between groups 
of users and modern computing displays.   

HI-SPACE has specific attributes that have the 
potential to significantly alter collaborative 
interaction for decision making, exploration and 
command and control situations.  First, the size of 
the display enables groups of individuals to work 
in a comfortable round-table fashion, rather than 
dispersed on separate personal computers or 
clustered around smaller, vertical displays.  
Second, untethered gesture recognition (not 
requiring a data glove or other device) allows 
group members to use natural forms of 
communication to share ideas (such as pointing to 
indicate emphasis).  Third, the table supports 
phicon (physical object) recognition so that users 
can utilize real world objects on the display as they 
would on a traditional table or desk top to augment 
and enhance collaborative discussions.  Each of 
these features is discussed below, and the context 
in which these functionalities have an impact for 
users of geospatial information is considered. 

Data gloves, head mounted displays, data wands, 
and other tools for interacting with virtual data 
have not been widely adopted by practitioners.  
There is, thus, a need for untethered interaction that 
reflects the natural interaction among collaborators, 
the surrounding environment, and the CVE. The 
HI-SPACE environment has the potential to 
comfortably support 3-6 simultaneous 
collaborators using relatively natural (untethered) 

Figure 1. Gesture interface to the HI-SPACE 
Table. Demonstration of collaboration with 
interactive map component in GeoVISTA Studio. 
HI-SPACE Table developed by Richard May[1], 
on loan to the GeoVISTA Center from the Pacific 
Northwest National Laboratory. 



 

gestures and the software provides an individual cursor icon for each of the participants.   This form of 
interaction is likely to improve group communication through eye contact, gaze, and the ability of each 
person to experiment with their individual cursor.   

Our work addresses this need by building on the neural network gesture recognition developed by May [1].  
Currently, the HI-SPACE table can track the hand position and identify individual gesture poses (e.g. two 
fingers extended). Modern Operating Systems (OS) are designed to support interaction with single users. 
That means there is only one mouse available for interaction between a user and a computer. In order to 
support geocollaboration, in which multiple users work concurrently on a single platform (computer), 
multiple mice or channels are needed in single computer. Our extensions to the HI-SPACE environment 
address this issue.  

Here, we introduce, briefly, how these extensions to HI-SPACE support interactions between multiple 
users and a Java application platform.  Understanding multi-user interaction requires a brief discussion of 
how a single user interacts with a Java application.  As shown in figure 2, a mouse click is translated by the 
operating system into an OS-level event. The event is sent to the Java Virtual Machine (JVM) where it is 
translated into a JVM mouse event. Java applications actually respond to JVM (rather than OS) events. In 
order to enable multiple-users interaction, we can generate virtual mouse events, either OS-level or JVM-
level, for each user.  

HI-SPACE collects interactive information from multiple users by capturing user gestures. Different 
gestures indicate different mouse behaviors. For example, we have implemented two simple actions: 
stretching out one finger indicates a mouse move action and using two fingers indicates a mouse press 
action. The gestures of each user are translated into virtual mouse events which are fed into the OS, 
sequentially, thus, the establishing a direct link between the users and the computer through HI-SPACE.  In 
practice, as JVM mouse events are generated they are recognized, processed, and fed to the Java Virtual 
Machine. Figure 2 shows how this procedure works. 

Integrating HI-SPACE with a Java application is relatively easy.  From the perspective of the JVM, the 
mouse events generated by HI-SPACE are not different from those generated by the real mouse. Thus a 
Java application responds to HI-SPACE events in the same way as it does to real mouse events. This 
means, theoretically, we do not have to change the Java application except by attaching an adapter to accept 
HI-SPACE events.  

Concurrent users of HI-SPACE are not limited to same-place work; they can be in distributed places. For 
distributed users, virtual mouse information can be transmitted via the network. Priorities for virtual mouse 
events can be established so that interference 
among users’ operation can be avoided.  

Specifically, our work is focusing on the 
development of a coordinator or arbitrator that 
helps determine which user has control of the 
system at any given time, while storing other 
related events into a queue for later processing.  
Long term efforts are aimed at merging voice 
recognition software to identify the person who is 
in control of the collaborative discussion, and 
subsequently provide that individual with highest 
priority for interaction. 

May [1] envisioned a HI-SPACE environment that 
would minimize attention shifting from data work 
to collaborative work by providing seamless 
interaction between collaborators and the 
information through the use of physical objects, or 
phicons.  His plan was to merge the workstation 

Java Application
API

(Swing /AWT)

Java Virtual
Machine

Operating System
(MS Windows)

A mouse click

OS mouse event

 JVM mouse events

Event Translator

 JVM  mouse events

 HiSpace gestures

HiSpace Table

Figure 2. Implementation strategy for supporting 
multiple participants, using gesture to initiate 
mouse events. 



 

and the typical desk environment together into a seamless coupling of shared information.  For example, if 
a collaborator were to place pen at a location on the table to indicate something, but then get distracted by a 
discussion with a fellow collaborator, the table should recognize the pen as a place holder that assists in 
guiding the discussion away from the tangent and back to its original focus.  To this end, we are exploring 
the use of pens, erasers, markers, magnifying glasses and other physical objects that can be used to not only 
facilitate human-human collaboration, but also be recognized by the HI-SPACE display for interaction with 
the underlying geospatial data. 

We are also building on this base to provide complex gesture support that does not require individual hand 
poses, but instead, uses the gestures that come naturally when indicating information on the table top 
display. Our approach to natural interaction with geographic applications is also expanding from a gesture-
only approach to the inclusion of voice commands. We are in the process of adding simple voice 
commands that complement and augment gesture commands to create a flexible, easy to learn, and easy to 
use interface. Both natural, free-hand gesture interpretation and its integration with speech input are central 
components of DAVE_G (described below). 

3.2 DAVE_G – Dialogue-Assisted Visual Environment for Geoinformation 
 
Development of our initial DAVE_G prototype has been made tractable by narrowing the potential 
application domain from collaborative work generally to support for collaborative work on geospatial data 
in crisis management.  To accommodate the need for a large format map as a shared context for 
collaborations among different domain experts, DAVE_G (figure 3) uses a large screen display where maps 
are served from geographical information servers, and users can stand freely in front of the display 
(implementing a white board metaphor).  In order to make the collaborative decision-making more 
effective, DAVE_G addresses two challenging problems commonly found in the traditional use of 
geographical information in emergency management centers.  First, there is a need to relieve emergency 
managers from the burden of having to use keyboard and mouse to formulate well-structured commands. 
Here, we offer the ability to interact with the system using natural modalities (spoken language and natural 
gestures).  Second, emergency managers should be able to interact directly with geographical information 
instead of interacting with a GIS operator who can be a bottleneck to (rather than facilitator of) 
communication in a collaborative work environment.  To deal with the first challenge, DAVE_G uses 
microphones and active cameras to capture spoken language and natural gestures as direct input that drives 
the system’s response on the map display.  To deal with the second challenge, an intelligent dialogue agent 
is employed to process ill-structured, incomplete, and sometimes incorrect requests, and to facilitate task-
oriented, extended interactions and collaborations. 
For a detailed explanation of the architecture for 
our initial DAVE_G prototype see [2]. 

DAVE_G is based on the interaction framework 
initially developed in iMap [21]  XISM  [8, 9, 22]. 
We have added substantial extensions to support 
multiple user interaction (by duplicating modules 
for speech and gesture recognition for each 
additional participant) as well as human-system 
collaboration (through addition of a human 
collaboration manager).  To capture and process 
speech, DAVE_G utilizes a speaker dependent 
voice recognition engine (ViaVoice from IBM) 
that allows reliable speech acquisition after a short 
speaker training procedure. The set of all possible 
utterances is defined in a context free grammar 
with embedded annotations. This constrains the 
available vocabulary but retains flexibility in the 
formulation of speech commands.  

 

Figure 3. Two-person, gesture-speech interface to 
DAVE_G. Demonstration of a collaboration 
scenario focused on analyzing potential hurricane 
impacts. figure reproduced from [2]. 



 

Hand gestures are captured using computer vision-based techniques, and are used to keep track of the 
user’s spatial interest and spatial attention.  For reliable recognition of hand gestures, a number of vision-
related components (face detection, palm detection, head and hand tracking) are engineered to cooperate 
together under tight resource constraints. The results of speech recognition and gesture recognition each 
provide partial information for intended actions.  To achieve a complete and coherent understanding of a 
user’s request, verbal utterances from the speech recognition have to be associated with co-occurring 
gestures observed by the gesture recognition process.  Currently, DAVE_G can understand speech/gesture 
requests for most commonly used map display functions such as “show a map of population within 
Pennsylvania”, “zoom here{gesture}”, “highlight these{gesture} features”, “make a one-mile buffer around these 
features”, and more. 

In DAVE_G, dialogue is neither user-led nor system-led, but rather is a mixed-initiative process controlled 
by both the system and the users in collaboration.  It allows complex information needs to be incrementally 
specified by the user while the system can initiate dialogues anytime to request missing information for the 
specification of GIS query commands. This is important since the specification of required spatial 
information can be quite complex, and the input from multiple people in several steps might be needed to 
successfully complete a single GIS query. Therefore, the HCI can not require the user to issue predefined 
commands, but needs to be flexible and intelligent enough to allow the user to specify requested 
information incompletely and in collaboration with other users and the system.  

Information requests are provided to the system in fragments of spoken utterances and gestures that can not 
be understood without taking into account the shared context established by previous discussions 
(interactions). Furthermore, information requests that come from different users may be incoherent, or even 
conflicting with each other, and such problems must be handled carefully to avoid ‘breakdowns’ in the 
collaboration process. The dialogue manager in DAVE_G is able to understand and guide the user through 
the process of querying the system for information and acts to verify and clarify the dialog with the user 
when there is missing information or recognition errors. To provide such behavior, the dialog manager 
requires a deep understanding regarding the current discourse context and task progress, and also must 
maintain a model of users in terms of their intention, attention and information pool. To handle complex 
human-GIS-human dialogues in geocollaborative use of map information, DAVE_G uses the SharedPlan 
theory [23] to guide the development of a model of rational behavior in group spatial decision making.  It 
models the map-mediated geocollaborative environment as a system of multiple agents that plan and act 
cooperatively.   

3.3 Discussion 
 
Our approach to designing, developing, and creating multimodal systems is yielding promising results.  For 
example, lessons learned about work domains, work tasks, collaboration, and technological challenges 
from work in the HI-SPACE environment often carry over to work on the DAVE_G system (or the 
reverse).  This robust, simultaneous development cycle has yielded new insights not only into the nature of 
collaboration with geospatial information, but also into the design of complex systems themselves. 

4 CONCLUSIONS 

The two system development efforts discussed above are part of a larger effort to develop a theoretical 
framework that supports the design, implementation, assessment, and application of technologies to support 
geocollaboration as well as the study of geocollaboration as a process. Technology-enabled 
geocollaboration is a relatively new domain of research and practice. As such, there are many unanswered 
questions and the platforms detailed above provide an opportunity to investigate a subset of them. 
Specifically, we are focusing on: the impact of different metaphors to enable collaboration in different 
problem domains and with different kinds of geoinformation technologies, alternative methods for making 
interfaces more natural (and whether this does, in fact, make them easier to use), and how visual displays 
enable (or might enable) human-system and human-human dialogue and joint work. 



 

Supporting group work with geospatial information is a challenging task. Maps have played a substantial 
role in collaborative activities for centuries, but cartographers seem to have given little thought to the 
design of maps (or map-based interactive displays) to specifically support group work. Similarly, while 
there has been considerable attention given to group spatial decision support [24-26], only limited attention 
has been given to visually-enabled group work. We view this gap in our knowledge and understanding as a 
substantial opportunity for cartography to make an impact on GIScience and information science more 
generally and on the application of that science in a range of contexts for which group work with geospatial 
information is critical. We encourage cartographers to this engage this opportunity. 
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