Web Service-based Scientific Data Grid 

(Sci-Data Grid)
Research Issues
status of Web Services and tools for distributed scientific plotting
problems with current approaches

research opportunities these 


shortcomings provide

Contributions
You should then state what contributions you hope 
to make to the field.

1. Proposed Solution Approach
Sci-Data Web Service Grid framework provides interoperability of services and data across the organizations and providers. Since this framework is based on Web Services, it is easy to integrate new data and processing services into it.  All the services and data provider components in the system might be geographically distributed or locally deployed. They are built around the principles of Service Oriented Architecture (SOA). Such systems unify distributed services through a message-oriented architecture, allowing loose coupling, scalability, fault tolerance, and cross-organizational service collections [4]. Web Service standards [5] are a common implementation of SOA ideals, and Grid computing has converging requirements [1, 2]
All the services in the architecture fall into one of the four general categories. These are data services (Data Sources), processing services (Data Processing), conversion and utility services (Data Conversion and Data Plotting), and registry-catalog services. We also can enhance the architecture by adding WS-Context [16] (utility service) to enable asynchronous run and Registry-Catalog service to enable service registry and discovery. 

There are two types of workflow in the system, one is for the orchestration of the scientific applications (the chain of the data processing) and the other is for the orchestration of the image composition and interactive tools. For the image composition and interactive tools we use client coordinated service chaining. In the simplest case, service chaining is fully transparent to the client who defines and controls the order of execution for individual services in a chain. The client must have prior knowledge of the different service types to be used in the chain. 

In this document we first give the definitions for the components of the architecture. In the following chapter, we give the definitions about the scientific applications in a specific domain to which proposed architecture is applied to. In the last Chapter, we summarize the challenges and the proposed solutions.
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Figure 1: Services 1-5 are defined in Sections 2.1-2.5.
2. Definitions of the Sci-Data Grid Components
2.1. Interactive Portal
Interactive Portal provides users with some capabilities to interact with the remotely located scientific data and services. Data is interpreted and displayed depending on the given parameters by the user. Data can be raw in the form of GML (Geographic Markup Language), CML (Chemical Markup Language), byte array or plain text file in tabular form. Data can also be in the processed form such as image, and they might be coming from WMS [8, 9] or JChemPaint [13]. 
Interactive Portal provides tools and environment to visualize, manipulate and analyze scientific data. The nature of the scientific applications requires seamless integration and sharing of scientific data from a variety of providers and servers. Interactive Portal mainly serves for the end users and decision makers. It has several capabilities for the decision makers to access and interpret geo-data seamlessly. GIS Portal is built up with the various technologies; among these are Java, Java Servlet and Java Server Pages (JSP), Java-Script, CSS and Web Services. 
2.2. Data Source
Data Sources are scientific data providers. They provide first hand data such as features in GML, maps in images, and chemical data in CML. Data are mostly kept in Data Base and provided by the corresponding data provider servers such as WFS (Web Feature Server) [10], WMS (Web Map Server) and JChemPaint. These data are unprocessed data. They might need to be processed depending on the scientific application needs and Interactive Portal users by the Data Processing servers orchestrated by the workflow engine and coordinating with the Interactive Portal. Global Positioning System (Gps), earthquake fault data, seismic data and Interferometric Synthetic Aperture Radar (InSAR) data are some sample data sources in GIS domain. Atoms data, elements and molecules data are some sample data sources in Chemistry domain.
2.3. Data Plotting
We can also call it data interpretation and information extraction server for the sake of generality. This server not just plots the scientific data but also draw graphs, bar-charts, pie-charts and some other outputs as tables or images showing data characteristics and statistics.
We use Dislin [3] scientific data plotting libraries for plotting scientific geospatial data returned from Data Processing services. Dislin is a plotting library containing subroutines and functions for displaying data graphically as curves, bar graphs, pie-charts, 3-D color plots, surfaces and contours. All these services are wrapped as web services in the proposed system. Data processing services outputs come to Data Plotting services through the Data Conversion server. Each raw data coming from the Data processing servers are preprocessed by the conversion server to convert the data into a common format, VOTable [6, 7]. 
The Data Plotting services can be divided into two general processing groups. These are data conversion processes and data plotting processes. These conversion routines are different from the ones done at the Data Conversion server. Here, data conversion is done with filtering services.

2.4. Data Processing
Processing services provide operations for processing or transforming data in a manner determined by user-specified parameters. In the Data Processing cloud there might be a lot of different types of routines and services orchestrated by a workflow engine in accordance with the application requirements to get some specific output data to be plotted. Outputs of some routines and services might be an input for some others in the cloud. Failures of some applications effect the success of the others or whole system. All the interactions and synchronization between different applications and even services are accomplished by the workflow engine. As a workflow engine we will be using HPSearch [11] from CGL (Community Grids Laboratory).
2.5. Data Conversion
All the data coming out of Data Processing (the cloud of core scientific applications) under the control of a workflow manager are directed to Data Plotting server by going through the Data Conversion Server. The common data format in our proposed system is VOTables. The VOTable format is an XML representation of the tabular data. The VOTable format’s aim is making the online Sci-Data both interoperable and scalable. The interoperability is encouraged through the use of XML standards. When the data encoded in XML, data interpretation and validation will be easier. During the machine to machine communication, data encapsulation in any kind of messages such as SOAP will also be easier. Metadata about the data can also be embedded in to the data. VOTable format enables these. Metadata can be about the owner of the data, application properties of the data, authentication etc. There is also a price for encoding data in XML. When the data encoded in XML, each data element is tagged. The tagging causes overheads in terms of the volume. Increasing in the data volume basically causes increasing in the transfer time and the processing time.
3. Sample Application Areas and Usage
For the more detailed information about the scientific applications to which our proposed architecture is applied, please see the applications link in the project page [15].
GIS - ServoGrid 
Patter Informatics (PI): PI (Pattern Informatics) is a technique developed at University of California, Davis for analyzing earthquake seismic records to forecast regions with high future seismic activity. 

Virtual California (VC): The VC approach to earthquake forecasting is similar to the computer models used for weather forecasting. The VC model includes 650 segments representing the major fault systems in California, including the San Andreas fault responsible for the 1906 San Francisco earthquake. The simulation takes into account the gradual movement of faults and how they interact with each other.
GeoFEST (Geophysical Finite Element Simulation Tool): GeoFEST is a two- and three-dimensional finite element software package for the modeling of solid stress and strain in geophysical and other continuum domain applications. GeoFEST uses stress-displacement finite elements to model stress and strain due to elastic static response to an earthquake event in the region of the slipping fault, the time-dependent viscoelastic relaxation, and the net effects from a series of earthquakes.
GIS - Home Land Security (Los Alamos National Laboratory)
IEISS (The Interdependent Energy Infrastructure Simulation System): IEISS is a set of software tools that helps analyzing independent energy networks. This project is led by Los Alamos National Laboratory.
The proposed generic architecture will also be applied to Chemistry domain.

Figure 2 shows an application of the proposed Sci-Data Web Service Grid architecture in the GIS domain. Here in this document we do not give enough explanation about the figure. For more information please see [17]. This architecture specifically applies to GIS - ServoGrid applications listed above.
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Figure 2: Sci-Data Web Service Grid architecture for the GIS Domain.
4. Challenges

In this section we have listed some possible challenges and corresponding solutions in the tabular form.

Challenges:






Proposed Solutions:

Huge Data Transfer





(NB Streaming [12, 14])
Huge Data Processing





(Asynch-Run via WS-Context)
Common Data Representation



(XML - VOTables, XDF etc.)
Distributed interacting Services



(Web Services)
· Services and data

· From different vendors

· Run on different platform

· Written in different language

Integrating, Inter-relating, Interpreting


(Portal)
data from different servers and providers

· Raw data

· Image data

· Tabular data

· Statistical data, graphs, charts etc.

· Animations

Interacting with the remote data on-line


(Portal)
Orchestration of Services


        (Workflow Engine for Data Processing)







         (Client Oriented Orchstr at the Portal)
Generalizing the Characteristics



(….)
of the Scientific Applications

For the sake of performance reasons, we will be keeping workload balancing and statefull service approaches in our minds. Since Web Services are stateless naturally, we need to make some extra effort to make the services statefull.
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