A SURVEY ON SCIENTIFIC DATA GRID
Prepared by Ahmet Sayar

In Table-1 we outline the basic characteristics of the well-known scientific data grid projects based on some selected criteria. 
After having finished the survey we saw some common and differentiating characteristics of these projects. We aggregated all these characteristics as below:

· Portals for the end users and decision makers

· Single sign-on
· Workspaces
· Such as myGEON, myLEAD

· Visualization - Client and/or Server
· Domain specific data rendering
· Data Handling
· Storing

· Transforming
· Plotting*

· Querying/Searching

· Interpreting
· Integration
· Replication and consistency
· Provenance
· Virtualization
· Load Balancing
· Workflows – process pipelining – process chaining

· Engines

· Languages

· Editors 
· Semantic Data Grid – metadata (automated)
· Catalog-Registry Services
· Descriptive – data and resources

· System – location and access control
· Generic vs Domain Specific services and data formats
· Stand-alone service clients – web based, applet or command-line

· Security

* Our main focus will be creating generic scientific data transformation and plotting services. The plotting service is aimed to be usable by any SOA based data grid projects.
Bold ones are some research issues in scientific data grids that we might need to be dealing with in our project.
Table 1: Comparisons of selected well-known scientific data grid projects based on selected criteria. There are some other projects we could add to this list such as BIRN, TeraGrid and NEESGrid.
	
	Web Portal
	OGC
Compatibility
	Online

Available

Services
	Work Flow
	Data
	SRB
	Major Arch
	Research

Domain
	Major Participating Groups

	GEON
	YES
	They don’t have their own serv. They use others OGC WMS maps by using IDV.
	Visualization (IDV)  And Data providing based on ontologies
	Kepler
	Shapefiles, ASCII, netCDF, relational Database.
	YES
	SOA consistent with OGSA
	GIS

-they claim applicable to a variety of other sciences and other application domains

	SDSC

San Diego Super Computing Center and some other Universities*.

	NVO (IVOA)
	Partially YES – It is just for visualization
	NO
	NOT in Portal. VO Data and Service Locator and registries, NED services, SDSS Catalog.
	Not yet subject to standardization. BUT there are a couple used in NVO Chimera/Pegasus, Rome and Grist.
	VOTable
	YES
	Web Service – plan extend to OGSA
	Astrophysics
	Johns Hopkins University, California Institute of Technology, University of California San Diego, and some others ****

	LAITS
	NO
	YES
	NO

-mentioned:

Grid enabled OGC CAT, WCS and WMS
	BPEL – BPELPower as workflow engine
	Coverages by GWCS. NetCDF,
HDF-EOS


	NO
	Globus

+Web Services


	GIS
	George

Mason University,

NASA ARC,

DOE LLNL

	LEAD
	YES
	NO
	Visualization (IDV) and data provision based on metadata catalogs – myLEAD.
	Jython scripts produced by X Workflow composer. They plan to use BPEL in future.
	OGSA-DAI
	NO – Plans to use SRB, SRM, RLS, DRS^
	SOA, moving to OGSA
	GIS – specifically meteorology but they claim it is extensible to other domains
	Indiana University, University of Illinois /NCSA + UNC, ans some more **

	MyGrid
	YES
	NO
	Some services for web services workflow. No online service available
	Taverna workbench + FreeFluo workflow engine runs workflow defined in XScufl 
	OGSA-DAI, 

Data Format : ESML
	NO – Plans to use
	Web Services + OGSA (for data)
	Bioscience, BioInformatics, Medicals.
	The Univ of Manchester

The Univ of Nothingham

University of Southampton,

And some other ***

	

	CGL
	NO – coming soon
	YES
	Visualization (CGL)

Data Providing 
	HPSearch
	WFS, WMS
	NO – Plans to use
	Web Services Grid
	GIS

-applicable to other sciences and applications domain
	Indiana University Community Grids Lab.


OGSA: Open Grid Services Architecture

OGSA-DAI: Open Grid Services Architecture - Data Access and Integration
ARC: Ames Research Center.

LLNL: Lawrence Livermore National Laboratory
BPEL: Business Process Execution Language
WCS: Web Coverage Services

CAT: Catalog Services

WMS: Web Map Services

GWCS: Grid enabled Web Coverage Services

HDF-EOS:  Hierarchical data format - Earth Observing System. HDF is NCSA’s data format.

* Arizona State University, Bryn Mawr College, Penn State University, Rice University, San Diego State University, San Diego Supercomputer, Center / University of California, San Diego, University of Arizona, University of Idaho, University of Missouri,  Columbia, University of Texas at El Paso, University of Utah, Virginia Tech, UNAVCO, Inc., Digital Library for Earth System Education (DLESE), AND some partners: ESRI, IBM, HP, USGS, LLNL, SCEC, IRIS, NASA.
** University of Oklahoma,  University of Alabama, UCAR/Unidata, Colorado State University, Howard University, Millersville University.

*** EMBL-EBI, University of Newcastle Upon Tyne, AstraZeneca, GSK (GlaxoSmithKnile), Merck.

**** National Optical Astronomy Observatory, Caltech / NASA Infrared Processing and Analysis Center, Space Telescope Science Institute / Johns Hopkins University
^ SRB: Storage Resource Broker, SRM: Storage Resource Management, RLS: Replica Locator Service, DRS: Data Replica Service
1. GEON: The Geosciences Network

The GEON [1] is based on service oriented architecture with support for data and resource search, data visualization, and access to computing platforms for data analysis and model execution via the portal. The GEON cyberinfrastructure design is consistent with principles developed within the Open Grid Services Architecture (OGSA) model which, in particular, provides interfaces for service security management, service deployment and invocation.
The GEON Grid is a distributed network of GEON nodes, each of which runs a GEON software stack that includes Web and Grid services to enable users to register data sets; register services; issue queries across multiple information sources, using spatiotemporal search conditions and ontologies; download data into personal spaces; invoke analysis services; and visualize output of queries and/or analysis. The architecture includes data mediation services, workflow services, and a portal. The GEON portal provides a private workspace called, myGEON, to store your work in progress. Much of the data is geospatial and spatiotemporal in nature and provides search interfaces, and mapping interfaces for such data is an important requirement. The GEON Grid software stack will include ArcIMS as one of its components to provide GIS and mapping functionality.
The GEON provides users with ontology enabled applications mostly based on data registration, discovery and manipulation. They store and provide different data formats. Among these are ASCII, Relational Database, Shapefiles, WMS Services (URL), and Web Services (WSDL).  Searches are created based on some constraints such as spatial/temporal coverages, keywords, relations, ontology/concepts. Users can create and register new data products. GEON project does not have its own visualization servers implemented according to OGC (Open Geospatial Consortium) implementation specifications. Instead, they provide interactive geologic mapping tools by using Integrated Data Viewer (IDV) from Unidata. Visualization server supports 4-D data access and visualizations. 
The services, tools, and applications developed in GEON are accessible from clients as Web services, but using GSI authentication. The GEON Portal provides authenticated access to this environment as well. The portal is implemented using GridSphere and a portlet-based framework. Users have access to the Kepler scientific workflow environment, which allows them to easily author and execute processing “pipelines” for data analysis, modeling, and visualization.

2. LAITS: Laboratory for Advanced Information Technology and Standards 

The LAITS [2] project is primarily working on integrating OGC Web Services with Globus-based Grid technology for geospatial modeling and applications. The objectives of the project are enabling the management of geospatial data by Grids, providing OGC standard compliant access to Grid-managed geospatial data, and enabling geospatial modeling and the production of virtual geospatial products in the Grid environment. For the test and demonstration of their architecture, they use NASA EOS data environment and coverages data provided by OGC WCS (Web Coverage Service). Their aim for the complete architecture is using OGC WCS, WMS, WFS, and CSW (Catalog Service for Web) services in the Grid environment. Currently they have WCS services to demonstrate their work.
They also have a demo to access GIS data kept in the form of coverages in different DBs connected to different WCS. These OGC compatible WCS are implemented and wrapped as Grid services and called as GWCS (Grid Web Coverage Services). LAITS enhanced the WCS to process 4-D HDF-EOS data which is from LLNL (Lawrence Livermore National Laboratory) netCDF (network Common Data Format) modeling data. In their proposed illustrated architecture data providers are deployed as WCS in NASA Ames, in LLNL and in LAITS servers. In their GCSW (Grid Catalog Services for Web) they store and serve information about the active caverages servers. They use OGC CSW (Catalog Services for Web) services to search for specified data server (in their applications data is covarages and provided by WCS). Data transfer is achieved by using GridFTP. 

The brain of the system is iGSM (Intelligent Grid Service mediator). Igsm dispatches user requests from WCS/WMS portal to the most appropriate GWCS/GWMS in the Virtual Organization. Portals tasks are implemented at iGSM. Portals instances and data-service providers meet at the iGSM. iGSM also does request conversion. Geospatial-data access requests from OGC WCS portal are transferred to an appropriate format for the Grid enabled WCS (GWCS). Catalog Service search is also done in iGSM. It is basically the brain of the system.
Regarding workflow or process pipelining, LAITS use its management and execution engine called BPELPower.  It supports BPEL-based web service chain completely. 
3. MYGRID:

MyGrid [3] is a collection of services and components that allows the integration of biological data and applications. MyGrid is basically a combination of Grid, Web Services, and Semantic Web efforts. The architecture provides the infrastructure necessary, in a web service environment, to produce an e-science workbench that actively supports the scientific lifecycle. Each component or service contributes to a system that allows the e-scientist to perform complex in-silico experiments across distributed bioinformatics resources. myGrid is based on service oriented architecture and grid technologies. Architecture is composed of some services which are generalized as services for service registry and discovery, services for information extraction, workflow engines, job executions and data tests. For the service registry and discovery they use UDDI and for the notification services they use JMS. They also support semantic information for the data and services in the Grid by using ontology services based on DAML+OIL reasoner. 
The myGrid middleware framework employs a service-based architecture, firstly prototyped with Web Services but with an anticipated migration path to the Open Grid Services Architecture (OGSA).
They deal with integration of data and processes, and as a semantic unification; integration of knowledge. It does that by creating pipelining of the services. MyGrid uses XScufl (XML Scufl – Simple Conceptual Unified Flow Language) as workflow definition language.  Taverna workbench tool implements Scufl with GUI to build workflow. FreeFluo runs the created workflow as workflow engine.

4. LEAD: Linked Environments for Atmospheric Discovery
LEAD [4] is addressing the fundamental research challenges, and associated development, needed to create an integrated, scalable framework for identifying, accessing, preparing, assimilating, predicting, managing, analyzing, mining, and visualizing a broad array of meteorological data and model output independent of format and physical location. 
LEAD is based upon a “service oriented architecture,” or SOA but moving to OGSA. The work of the enterprise or system is carried out by workflows that orchestrate collections of service invocations and responses to accomplish a specific task. A workflow is described in terms of a script described in the industry standard “Business Processing Execution Language” (BPEL) language.

LEAD has a portal for online available applications such as geospatial data query, geospatial data visualization by using IDL and tools for creating personalized workspaces. In order to access data it uses OpenDAP data server and OGSA-DAI. Their current research challenges are creating efficient repository architecture, predicting repository use for provisioning physical infrastructure, provenance, automated metadata generation (information for different version-updated data), and snapshots of temporarily changing data products. 

Through the portal, LEAD provides a directory of data resources that are private to each user and resources can be searched and found by metadata oriented search and indexing. Users can create workflows to orchestrate complex grid tasks using graphical composition tool. Users can also access to visualization tools to display archived data. Portal has single sign-on facility by using myproxy credentials. 
Lead also works on real-time data pipelining and real-time resource performance and reliability monitoring. 

5. IVOA: International Virtual Observatory Alliance
IVOA [5] is standards body (like GGF) for VObs (Virtual Observatories). IVOA is internationally recognized interface standards to promote true scientific interoperability of astronomical data and processing resources worldwide. It defines architecture for the VObs. IVOA’s architecture for VObs is based on Web Services not based on OGSA and Grid services. AstroGrid and NVO (The US National Virtual Observatory) [6] are the two leading member of this community. 

IVOA find Web Services a good stepping stone to the Grid without the complexity of the Globus etc. In the most comprehensive description of the IVOA architecture, there are some primary compute and data services. The goal is to provide these services as Web Services and finally extend to Grid Services by using semantic approaches. The primary services in the architecture are data query services, data visualization services, data plotting services, virtual data and storage services, data mining services, workflow services and catalog registry services. All these services are supposed to be provided through the portal. 
IVOA defines some standards for the data and services of VObs. The most mature standards are Data Models, Identifiers, Resource Metadata and Simple Image Access Protocol. For each standard, they have a working group. Among these are Web and Grid Services WG, Data Access layer WG, Meta Data WG, VOTable WG, VOEvent WG, VO Query Language WG and Registry WG. There is no defined specifications and standards for the workflow systems.
IOVA proposes VOTable as common data format. VOTable is XML dialect for exchange of tabular data and metadata. IVOA proposes WS-Context for the asynchronous activities and job runs such as query traversing a large DB table and a workflow with many steps. 

The well known members and projects of the IVOA are NVO (The US National Virtual Observatory), Euro-VO (The European Virtual Observatory) and Astro-Grid (Astrophysical Virtual Observatory).
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