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1. Introduction 
Geographic Information Systems (GIS) [1, 2] is basically a collection of computer hardware and software for capturing, managing, analyzing, and displaying all forms of geographically referenced data. 
General purpose of GIS is extracting information/knowledge from the raw geo-data collected from sensors, satellites or any other ways and stored in databases or file systems. The raw data goes through the filtering and rendering services and, geographically referenced information in human recognizable formats are produced. Perhaps the simplest example of GIS is map viewers which process layers of geospatial data to create map images. GIS are used in a wide variety of tasks such as urban planning, resource management, emergency response planning in case of disasters, crisis management and rapid response etc. 

Over the past decades, GIS has evolved from traditional centralized systems to distributed systems [3].  Centralized systems provide an environment for stand-alone applications in which data sources, rendering and processing services are all tightly coupled and application specific. Therefore, they are not capable of allowing seamless interaction with the other data or processing/rendering services. These “deficiencies of centralized systems” and “improvements in the internet technologies” encouraged the academia, governments and businesses to start using distributed system approaches. Distributed systems are composed of autonomous hosts that are connected through a computer network. They enable sharing of data and computation resources, and collaboration on large scale applications. 

However, there are some requirements for these distributed GIS applications to be efficient which can be categorized as functional and non-functional. Functional requirements are defined as accessing geospatial databases to execute spatially unified queries, and utilizing remote geographic analysis, simulations, or visualization tools to process spatial data. On the other hand, there are several non-functional requirements such as interoperability and performance (or responsiveness). We will be focusing on the functional and these two non-functional requirements in our research. 

Interoperability requirement is summarized as having a common service interfaces and data model enabling seamless inter-service communication. Distributed GIS has requirement of linking distributed data and rendering sources to create more complex and application specific information. In order for the services to be linked or to communicate, they need to be interoperable. In other words, they must know their interfaces and, how to invoke and process each other’s responses. As a concrete example, our Web Map Server at CGL Lab might need to overlay NASA satellite maps with weather forecast information kept in a database of weather channel located in Seattle and, present it to the end-users.  

Performance and responsiveness requirements can be briefly explained as getting the result in time.  GIS which is used in emergency early-warning systems like homeland security and natural disasters (earthquake, flood etc) requires quick responses. However, because of the characteristics of geo-data (large sized and un-evenly distributed), time-consuming rendering processes and limited network bandwidth, the responsiveness of the system is one of the most challenging issues of the distributed systems.

In this thesis, we will first research architectural design requirements of an interoperable GIS framework (in accordance with Service Oriented Architecture (SOA)) composed of Web Service components of commonly accepted GIS Open standards. Secondly, we propose a novel grid-enabled [10, 11] aggregator map services addressing the performance and responsiveness issues. Our focus will be especially on the “view-level interoperability” and “responsiveness of the map rendering services”. By the view-level we mean rendering raw data and overlaying over general maps or, composing layers from different rendering servers and creating more complex views. 
2. Motivation

GIS systems require experts from different area such as data maintenance and handling, data rendering and displaying, and data processing. Since it is impossible to collect all the experts, all the data and hosts (high performance computers) to the geographically same place, it is inevitable to develop and use a distributed system architecture enabling of distributed coupling of these data and rendering/processing services.  In order to create such an architecture, we must enable services to communicate each other and exchange information. 

Interoperability [8, 9] comes up an issue when two services want to exchange information and communicate with each other. As a motivating example we can give layer-level data integration application in which layers are provided by heterogeneous Map Services having different service interfaces and deployed in different platforms.  For example, if we want to build an Indiana State map showing all the counties, we have to use three different rendering services and three different client applications to communicate with. These are (1) ESRI’s [5] ArcIMS and ArcMap Servers which is used by Marion, Vanderburgh, Hancock, Kosciusko, Huntington and Tippecanoe counties, (2) Autodesk MapGuide [6] which is used by Hamilton, Hendricks, Monroe and Wayne counties, and (3) WTH Mapserver Web Mapping [7] which is used by Fulton, Cass, Daviess and City of Huntingburg counties. 
GIS involve large scale data accessing, and time-consuming processing and rendering tasks. Even if the interoperability is made possible, without advanced performance improvement techniques it is hard to create competent and responsive large scale GIS applications.  In addition, if the GIS is interacted with interactive web-based client tools, the need for the responsiveness becomes inevitable. For example, nobody waits for more than 30 seconds for the interactive service to return the result. 
Our motivation is ensuring interoperable and responsive GIS system for the end users and Geo-science applications.

3. Research Issues

In order to create interoperable distributed GIS and optimize its responsiveness, we need to handle some research issues summarized below.

The GIS’s interoperability problems mostly result from data and service heterogeneity, and not wide-spread adopting of the universal standards. Service standardization includes defining standard service functionalities and corresponding service interfaces. Each interface defined by its request types and returned data formats. 

GIS demand high-performance and high-rate data transfers and, require quick response times. In most cases the amount of collected data reaches to an amount in the order of gigabytes or even terabytes. Therefore, the GIS services must enable accessing and processing these large data sets in a reasonable time period. Handling large data becomes a challenge for most users and organizations. It even gets worse when the map animations and map movies (requiring many static map images to be created successively) need to be created. 

Because of the limited bandwidth and network speed, all the large scale distributed applications face performance problems. Since we proposed “distributed” GIS sometimes it is impossible to make large scale geo-science applications feasible. In order to handle this issue we work on at the software level instead of dealing with the underline hardware and network issues. We work on applying the ideas of load balancing, parallel processing and caching on GIS domain.
This thesis is about developing a Web Services based SOA architecture with the universally accepted standards that provides access, querying, displaying and overlaying of data/information from map and feature services. The thesis implementation also covers high-performance streaming data services, integrating messaging system with these services, composition of GIS services based on federation of service-capabilities, and coupling scientific geophysical applications with archival data. Moreover, it also covers innovative techniques to make the GIS system responsive (in display and querying), and develops an architectural framework for creating map animations and streaming map movies.
We identify the following research questions:

- How to build basic Web Service-based SOA architecture for GIS.

- How to incorporate widely accepted geospatial industry standards with Web Services.

-If the Web Services and geospatial standards enabling acceptable performance and what techniques we propose to improve the performance and responsiveness of the proposed GIS.

-How to make view-level data integration (aggregation).
-How to make responsive and unified querying of geographically distributed data through their integrated views.
-How to apply parallel processing for unevenly distributed and large size geospatial data access and rendering.

-How to make range query partitioning and assembling the results to sub-queries.

