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1. Introduction

As an activity of National Science Foundation (NSF) project #063652, the Minority Serving Institutions Cyberinfrastructure Empowerment Coalition (MSI-CIEC) has conducted an assessment of the cyberinfrastructure (CI) capabilities relative to furthering research and education at the University of Houston-Downtown (UTPA).  The assessment was conducted via the initial submission of a questionnaire.  Following the completion of the questionnaire, MSI-CIEC solicited the assistance of several technology experts in the field with specific expertise in computing and networking infrastructure, applications, CI research, CI education, and strategic planning.  This report contains the results of the site visit team’s findings concerning CI-enabled opportunities for strengthening STEM research and education programs.  It is the intention that these recommendations will facilitate CI-focused strategic planning by UTPA.  The site visit team will continue to provide on-site and written recommendations on strategies for improvement, reference material, and ongoing assistance, as needed.

1.1 Cyberinfrastructure Defined

The National Science Foundation’s (NSF) 2003 report of the Blue Ribbon Panel on Cyberinfrastructure, Revolutionizing Science and Engineering through Cyberinfrastructure, or the Atkins Report, coined the term “cyberinfrastructure” as they reviewed the recent radical advancements in science and engineering that have an IT basis.  The report put the term in context as follows:

“The term infrastructure has been used since the 1920s to refer collectively to the roads, power grids, telephone systems, bridges, rail lines, and similar public works that are required for an industrial economy to function….  The newer term ‘cyberinfrastructure’ refers to infrastructure based upon distributed computer, information, and communication technology.  If infrastructure is required for an industrial economy, then we could say that cyberinfrastructure is required for a knowledge economy. (p. 1.2)”
1
More recently the newly formed NSF Office of Cyberinfrastructure developed a strategic plan for CI and defined CI below as:

“The comprehensive infrastructure needed to capitalize on dramatic advances in information technology has been termed cyberinfrastructure (CI). Cyberinfrastructure integrates hardware for computing, data and networks, digitally-enabled sensors, observatories and experimental facilities, and an interoperable suite of software and middleware services and tools. Investments in interdisciplinary teams and cyberinfrastructure professionals with expertise in algorithm development, system operations, and applications development are also essential to exploit the full power of cyberinfrastructure to create, disseminate, and preserve scientific data, information and knowledge (p. 6).”

The Atkins report briefly reviews the impact of CI on the sciences and its capability for broadening the participation of institutions mentioning minority-serving institutions (MSIs) specifically and serves as a beneficial reference.  The report may be found at http://www.nsf.gov/cise/sci/reports/atkins.pdf.  The CI strategic plan, “Cyberinfrastructure Vision for 21st Century Discovery,” is also an excellent reference for understanding the general notion of CI.  There have been numerous other reports on CI as it applies to a variety of sciences, including the social sciences and the humanities.  A compendium of such reports may be found at http://www.nsf.gov/od/oci/reports.jsp.

1.2 Campus Profile

The University of Texas Pan American (UTPA) is a public university that offers both undergraduate and graduate academic degree programs.  As of Spring 2009, UTPA continues to be classified as a Hispanic-serving institution.  UTPA currently enrolls approximately 17,000 students in fifty-five (55) baccalaureate programs; fifty-three (53) masters degree programs, and two doctoral programs.  UTPA is located in Edenburg, Texas and has a faculty of approximately 800 educators and researchers supplemented by approximately 1200 staff members as of Fall 2008.

1.3 MSI-CIEC 

The three organizations that comprise the Alliance for Equity in Higher Education (AEHE) -- the American Indian Higher Education Consortium (AIHEC), the Hispanic Association of Colleges and Universities (HACU), and the National Association for Equal Opportunity in Higher Education (NAFEO) -- have established the Minority Serving Institutions (MSI)-Cyberinfrastructure (CI) Empowerment Coalition (MSI-CIEC) that is fostering a CI-enabled distributed education and research network providing e-science education and research opportunities to MSI faculty and students. Based in large part on lessons learned from the MSI CI Institute pilot project (NSF project # #0537498), MSI-CIEC is providing the “human middleware” – the social and technological mechanisms facilitating the necessary communication and support linkages between MSI faculty and students, and researchers associated with e-science and CI initiatives.  This effort is intended to ensure that MSI institutions emerge as full partners in the national CI-enabled research and education infrastructure.

MSI-CIEC has a number of highly-respected individuals in the high-performance computing field on its advisory board including:

· Malcolm Atkinson, National e-Science Center - United Kingdom, International Collaboration to Extend and Advance Grid Education (European Union Grid Education)
· Fran Berman, San Diego Supercomputing Center (SDSC)

· Jay Boisseau, Texas Advanced Computing Center (TACC)

· Charles Catlett, Argonne National Lab – formerly Executive Director of the TeraGrid

· Kelvin Droegemeier, University of Oklahoma

· Tom Dunning, National Center for Supercomputing Applications (NCSA)

· Mark Ellisman, SDSC, BioInfomatics Research Network (BIRN)

· Ian Foster, University of Chicago, Open Science Grid

· Juan Meza, Lawrence Berkeley National Laboratory (LBNL)

· Dan Reed, Microsoft Corporation – formerly from the University of North Carolina, Renaissance Computing Institute

· Richard Tapia, Rice University

· Larry Smarr, University of California at San Diego, Cal(IT)2
1.4 Profiles of Participating Organizations

MSI-CIEC is designed to develop the MSI capacity to participate in e-Science and cyberinfrastructure, and to prepare underrepresented minority students for a future in CI-facilitated science and the knowledge-based economy, possibly joining the next generation of the professoriate.  Through AEHE and the three member organizations (HACU, NAFEO, and AIHEC), represent at least 335 MSIs, the vast majority of MSIs, and could eventually impact the entire MSI community.

1.4.1 American Indian Higher Education Consortium (AIHEC)
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	(From the organization web site at http://www.aihec.org)

The American Indian Higher Education Consortium (AIHEC) was founded in 1972 by the presidents of the nation’s first six Tribal Colleges, as an informal collaboration among member colleges. Today, AIHEC has grown to represent 37 colleges in the United States and one Canadian institution. Unlike most professional associations, it is governed jointly by each member institution.  AIHEC provides leadership on American Indian higher education issues; influences public policy through advocacy, research, and program initiatives; and promotes and strengthens Native American languages, cultures, and communities.


1.4.2 Alliance for Equity in Higher Education
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	(From the organization web site at http://www.ihep.org)
The Alliance for Equity in Higher Education, a program managed by the Institute for Higher Education Policy (IHEP), was established in 1999 by the American Indian Higher Education Consortium (AIHEC), the Hispanic Association of Colleges and Universities (HACU), and the National Association For Equal Opportunity in Higher Education (NAFEO) to represent the shared interests of Tribal Colleges and Universities, Hispanic-Serving Institutions, and Historically Black Colleges and Universities. Combined, these minority-serving institutions (MSIs) represented by AIHEC, HACU and NAFEO, educate more than one-third of all students of color in the United States. MSIs disproportionately address the needs of low-income, minority students while contributing significantly to generating a highly skilled workforce, developing civic and community responsibility, and producing citizens who are exceptionally attuned to the increasingly diverse country in which we live.


1.4.3 Hispanic Association of Colleges and Universities (HACU)
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	(From the organization web site at http://www.hacu.net)

The Hispanic Association of Colleges and Universities (HACU) was established in 1986 with a founding membership of eighteen institutions.  Because of HACU’s exemplary leadership on behalf of the nation’s youngest and fastest-growing population, the Association rapidly grew in numbers and national impact.


Today, HACU represents more than 450 colleges and universities committed to Hispanic higher education success in the U.S., Puerto Rico, Latin America, Spain and Portugal.  Although our member institutions in the U. S. represent less than 10% of all higher education institutions nationwide, together they are home to more than two-thirds of all Hispanic college students.  HACU is the only national educational association that represents Hispanic-Serving Institutions (HSIs).


1.4.4 National Association for Equal Opportunity in Higher Education (NAFEO)
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	(From the organization web site at http://www.nafeo.org)
The mission of the National Association for Equal Opportunity in Higher Education (NAFEO) is as follows: to champion the interests of historically black colleges and universities (HBCUs) and predominantly black institutions (PBIs) with the executive, legislative, regulatory and judicial branches of federal and state government and with corporations, foundations, associations and non-governmental organizations; to provide services to NAFEO members; to build the capacity of HBCUs, their executives, administrators, faculty, staff and students; and to serve as an international voice and advocate for the preservation and enhancement of historically and predominantly black colleges and universities and for blacks in higher education.

NAFEO was founded in 1969 by a group of HBCU presidents as the professional association of the presidents and chancellors of the nation's historically and predominantly black colleges and universities. NAFEO represents approximately 500,000 students and their families. NAFEO member institutions are public and private, 2- and 4-year, community, regional, national and international comprehensive research institutions, located in twenty-five states, the District of Columbia, the Virgin Islands and Brazil.


1.4.5 San Diego Supercomputing Center (SDSC)
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	(From the organization web site at http://www.sdsc.edu)

The San Diego Supercomputing Center (SDSC) was founded with a $170 million grant from the National Science Foundation's (NSF) Supercomputer Centers program. From 1997 to 2004, SDSC extended its leadership in computational science and engineering to form the National Partnership for Advanced Computational Infrastructure (NPACI), teaming with approximately 40 university partners around the country. Today, SDSC is an organized research unit of the University of California, San Diego primarily funded by NSF with a staff of talented scientists, software developers and support personnel.


1.4.6 University of Houston Downtown (UTPA) Center for Computational Science and Advanced Distributed Simulation (C2SDS or CCSDS)
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	(From the university web site at http://www.UTPA.edu/academic/colleges/sciences/ccsds/)

The major goal of the CCSDS is to produce human resources in Computational Science - the science of man's problems using High Performance Computers. Another goal is to serve as a focal point for activities that will help produce a pipeline of better-qualified students to enter all programs offered at UTPA.  The Center assists the Computer and Mathematical Sciences Department in improving remediation and retention of Developmental Mathematics students. CCSDS also has programs to involve undergraduates in projects stemming from CCSDS research activities in the field of Advanced Distributed Simulation as well as internships and graduate school scholarships to selected students. 


1.4.7 Indiana University (IU)
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	(From the university web site at http://www.indiana.edu)
Indiana University (IU) is internationally known for the quality of its academic programs and attracts students from all over the world. At the same time, IU plays a key role in the economic and social well-being of Indiana residents, offering educational, cultural, and financial benefits to the state.  IU is home to one of the largest university-owned supercomputers in the nation, is known for its innovative leadership in high-performance computing and networking. IU's supercomputers support the university's efforts in the Indiana Life Sciences Initiative, as well as research in areas such as astronomy, business, chemistry, economics, earth sciences, and physics.


1.5 Site Assessment Team

Geoffrey Fox received a Ph.D. in Theoretical Physics from Cambridge University and is now professor of Computer Science, Informatics, and Physics at Indiana University.  He is director of the Community Grids Laboratory of the Pervasive Technology Laboratories at Indiana University.  He previously held positions at Caltech, Syracuse University and Florida State University.  He has published over 550 papers in physics and computer science and been a major author on four books.  Fox has worked in a variety of applied computer science fields with his work on computational physics evolving into contributions to parallel computing and now to Grid and multicore chip systems.  His interest in education includes Internet delivery of courses and development of new curricula for interdisciplinary studies. He has worked on the computing issues in several application areas – currently focusing on Defense, Earthquake and Ice-sheet Science and Chemical Informatics.  Parallel computing on multicore chips is a major research focus.  He is currently Vice President of the Open Grid Forum responsible for eScience.  He is involved in several projects to enhance the capabilities of Minority Serving Institutions (MSIs) including three funded by National Science Foundation (NSF) CI-TEAM playing a lead role in the MSI Cyberinfrastructure Empowerment Coalition (MSI-CIEC).  His role in these is linking MSI’s to the international Grid and computational science communities.

Russ Hobby is the Chief Technical Architect of the End-To-End Performance Initiative for Internet2.  Russ has long been active in the research and application of networking participating in the development of the Internet from its early days. He was one of the primary network architects that developed the Bay Area Regional Research Network (BARRNet), the NSF funded regional network serving Northern California in the late '80s and early '90s. In the Internet Engineering Task Force (IETF) Russ formed and chaired the Working Group responsible for the Point-to-Point Protocol (PPP). He served on the first IETF Internet Engineering Steering Group (IESG) as the Applications Area Director. Under his direction on the IESG, Internet standards were developed for multimedia email (MIME), real-time protocols to support applications such as desktop conferencing and some of the framework for what has become the World Wide Web.  Russ worked with the group that led to the creation of the Internet2 Project. He participated in the formal creation of Internet2 and co-authored the Internet2 Architecture and Engineering documents. He has continued to work closely with the Internet2 Project and is currently on assignment to Internet2 from his home campus, the University of California, Davis, to help with Working Group procedures and to assist the Engineering Area. He has helped lead California's part of Internet2 through his role in the Corporation for Education Network Initiatives in California (CENIC) and its CalREN-2 network.

James E. (Jim) Williams is the Executive Director of LEARN – the Lonestar Education and Research Network.  LEARN is an initiative of over thirty Texas institutions and organizations that are working together to build next generation networking for the higher education, research, and health science community.  Jim was formerly a consultant and the Director of Policy Analysis and Government Relations for EDUCAUSE, an association of over 1,700 colleges and universities with a mission to help shape and enable transformational changes in higher education through information technology.  Jim provided a networking vision and leadership for the broad research and education community and help guide EDUCAUSE’s policy directions in Washington.  He was the senior staff member to the EDUCAUSE Net@EDU group of higher education’s most influential Chief Information Officers and network executives.  He was a frequent speaker and organizer for a variety of regional, national, and international fora.  While at EDUCAUSE, he initiated and was a principal investigator for a wide range of NSF-funded projects including exploring advanced networking alternatives for smaller institutions, voice over IP (VoIP) strategic analysis, and emerging public key infrastructure (PKI) technologies.  He also provided guidance and assistance for StateNets, a working group of Net@EDU composed of executives and senior staff of state-wide organizations.

Alex Ramírez is the Executive Director for Information Technology (IT) Initiatives at the Hispanic Association of Colleges and Universities (HACU), the only national association of Hispanic-Serving Institutions (HSIs).  Dr. Ramírez has been in the IT field for over 20 years, 15 at the University of California, Riverside, becoming the Director of Academic Computing, before joining the University of Texas at San Antonio and then HACU. While at HACU he served as the HSI Community Leader for the NSF Advanced Networking with Minority Serving Institutions (AN-MSI) project in strategic partnership with EDUCAUSE, AIHEC, and NAFEO.  This strategic partnership has grown in the CI-TEAM demonstration project, MSI Cyberinfrastructure (CI) Institute (MSI-CI2), and its implementation project, MSI CI Empowerment Coalition (MSI-CIEC) that seeks to meaningfully engage MSIs in CI through collaborations for the betterment of MSIs, the students they serve, and the international cyberinfrastructure community.  Alex is a co-PI on both and senior personnel on a related Broadening Participation in Computing (BPC) grant, the Computing Alliance of HSIs, CAHSI.  He has spoken at national conferences on IT in the HSI community, and has prepared testimony on behalf of HACU on IT issues for congressional committees and commissions as well as for the NSF Blue Ribbon Panel on Cyberinfrastructure.

Karl Barnes is the former Director for Information Technology for the National Association for Equal Opportunity in Higher Education (NAFEO) and currently works as a consultant representing NAFEO as a co-PI on the Minority Serving Institutions Cyberinfrastructure Institute (MSI-CI2), and the Minority Serving Institutions Cyberinfrastructure Empowerment Coalition (MSI-CIEC) grants.  Mr. Barnes has worked in the information technology field for over twenty (20) years for various private sector companies including International Business Machines (IBM), General Electric (GE), the MITRE Corporation, and the Telvent Corporation.  Karl holds a bachelors degree in electrical engineering from Howard University, and masters degrees in computer engineering and computer science from Syracuse University and Johns Hopkins University respectively.

1.6 Assessment Methodology

The assessment was conducted via the initial submission of a preliminary set of questions to Bob Lim, Vice President for Information Technology at UTPA, who forwarded the questionnaire to the appropriate members of his staff.  Following the completion of the questionnaire, MSI-CIEC solicited the assistance of several technology experts with specific expertise in computing and networking infrastructure, applications, CI research, CI education, and strategic planning.  On March 26, 2009, these subject matter experts (SMEs) conducted an on-site survey.  The tools used by assessment team included:


· Pre-visit questionnaire

· On-site Interviews with key personnel in different usage categories (i.e. administrators, educators, students, support personnel, outside contractors)

· Tours of relevant facilities

· Inventory of capabilities/equipment
Through tours of campus facilities and interviews with principal administrative personnel and faculty, the SMEs gathered information concerning the college/university’s readiness for implementation of cyberinfrastructure strategies for research in the following areas:

· Computing capacity

· System Administration/Disaster Recovery

· Information Technology infrastructure/security

· Faculty and Staff Development/Training

· Curriculum Development

· Research and Education Collaboration
The site visit team used the information gathered to make strategic recommendations to the campus that are documented in this report.

2. Subject Area Assessments

The following sections contain greater detail of the assessment team’s findings.

2.1 Campus-wide Infrastructure

Infrastructure addresses the following areas:

· Network Infrastructure

· Network Security

· Computing Infrastructure
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Figure 1:  UTPA Simplified Network Diagram

UTPA currently connects to the internet through the University of Texas Office of Communication Services South Texas Lambda ring.  The campus is wired throughout with either CAT 5e or fiber-optic cabling.  Gigabit transfer speeds are available for all of the campus servers, firewalls, switches, and routers.  All of the desktop network interface cards (NICs) support a minimum of 10/100 Mbps.  All campus buildings and feature 802.11G wireless connectivity.  The wireless network, featuring 300 access points and nine (9) air space controllers, is isolated from the wired network and partitioned according to user categorization (e.g. faculty, students, guests).  UTPA uses equipment provided by Cisco to provide wireless connectivity however, according to some of the IT senior personnel, the equipment is outdated and no longer supported which has led to wireless “dead” zones on the campus.  UTPA currently uses Microsoft Windows Active Directory based network systems for user authentication, shared network, and print services on the main campus.  Currently, their authentication servers run Microsoft Windows 2003 although migration to Windows 2008 is currently in process.  UTPA is currently working with Valley Telephone Cooperative (VTXC) to establish fiber-optic connectivity within the surrounding community in Edinburg, TX and the Rio Grande Valley, as well as the Corporacion Universitaria para el Desarollo de Internet (CUDI) research network in Latin America, which links over 200 universities, colleges, and institutes in Mexico via Internet2.  UTPA is a member of the Lonestar Education and Research Network (LEARN), a 10 GB network that can provide connection to both Internet2 and the National Lambda Rail (NLR) and provide e high speed connectivity to all major higher education institutions in Texas to enhance research and distance education.

Anti-virus and anti-spam protection is provided via campus-wide software distribution.  All servers are housed in secured, climate-controlled data centers.  Fire prevention is provided via both clean agent and Halon systems.  All servers are connected to centralized uninterruptible power supplies (UPS), in addition to two (2) high-capacity backup power generators that serve the entire university.  Server rooms have controlled access using electronic locks.  All data centers are constantly monitored for physical intrusion, temperature, and humidity.  Faculty and lab desktop computers are purchased rather than leased by the university and UTPA is currently in a modernization program to replace dated computers and ensure that no campus computer is more than four (4) years old.  The Computer Support Services (CSS) department performs all maintenance on all computers.

UTPA is currently implementing a Business Continuity and Disaster Recovery project involving configuration of a server cluster at the University of Texas system shared data center in Arlington, Texas.  With an estimated completion date of FY2009 before hurricane season, this site will provide continuity of core university services in the event of an outage at either one or both of UTPA’s local data centers.
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Figure 2:  UTPA Audio/Video (AV) Classroom Room

UTPA is an extensive user of video conferencing technologies and has a robust video conferencing and multi-media infrastructure available to its faculty.  Beginning in 2005, UTPA has upgraded over 130 classrooms to include Crestron media distribution centers, media controller/receivers, and video centers.  All installed AV systems are capable of being monitored, controlled, and administered remotely.  UTPA also has a number of mobile videoconference units throughout the campus.

UTPA Distance Education uses the Blackboard eEducation Academic Suite Learning Course Management System (LMS), to provide in-classroom (web-enhanced) and distance education capability for online course support.   In Fall 2008, approximately 900 courses were offered online in numerous disciplines through the main and satellite campuses out of a total of approximately 2500
.  Also in Fall 2008, twenty-five (25) interactive television courses were offered.  These courses were mainly concentrated in the college of business.  UTPA has recently completed a migration of its student information system to SunGard Banner.  UTPA currently uses the Oracle E-business suite as its enterprise-level information system (e.g. human resources, financials).


2.2 UTPA Specialized Research and Education Facilities

There are approximately numerous computer labs on the campus containing desktops running on the main campus network.  Most labs are concentrated in the main Academic Services building although there are several additional labs located throughout the campus and two (2) off-site labs. These general-purpose labs are primarily for student use as some labs are currently being retrofitted to serve as dual purpose student lounges.  UTPA has a High Performance Computing Center (HPCC) that is managed by the CSS department.  The HPCC contains a fifty-five (55) compute node (plus two management node), dual-core cluster to be used for research projects with HPC requirements.  The cluster also contains a 1.9 TB disk array.  
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Figure 3:  UTPA High-Performance Computing Cluster

2.3 Administration/Support


[image: image13.wmf]Bob Lim

VP - IT

Anne Toal

Tech.

Assessment

Officer

Yolanda Lopez

Administrative

Svcs Officer

Beverly Jones

Chief Information

Security Officer

Leota Hull

Associate VP-IT

Data Cntrs

Esmer Badillo

Records Ctrl/

Distribution

Frank Zecca

Director-Data Cntr

Mgmt

Gloria Salazar

Records Mgmt

Isabel Infante

Director-

Enterprise Info

Dev.

Jesus Gonzalez

Media Library

Victor Rios

Access Admin

Ofc

Micheal

Outhabong

Proj. Mgmt.

Officer

Steve Copold

Associate VP-IT

Support

Jamie Palacios

Director-Academic

Svcs

Jesus Rios

Director-Network

Svcs

Kumar Raman

Director-Internet

Svcs

Omar Cantu

Director-Video

Svcs


Figure 5:  UTPA Information Technology Organization Chart

UTPA’s current president is Dr. Charles Sorber, who is presiding over the university on an interim basis.  UTPA is aggressively moving towards becoming a research-intensive university.  Major points of emphasis are:

· To increase funding for organized research.

· To expand the infrastructure to increase UTPA’s ability to pursue diverse types of research.

· To aggressively seek and retain research-oriented faculty

Bob Lim is the Vice President for Information Technology at UTPA.  Mr. Lim’s priorities center primarily on strengthening the campus’ information and network infrastructure although establishment of the HPCC and the partnership with VTXC for CUDI access are demonstrative of the commitment to expanding campus research.

2.4 Staff Development/Training

Professional development, training and faculty support is a key component of the IT of any institution.  It is of limited benefit to have the hardware and software available if faculty and staff do not know how to use them in ways that span the range from mundane to novel. It is when the staff and faculty are trained and experienced with the technology that they can begin to see how the technology can assist with transforming the way they do things, and to identify innovative new applications.  The campus then stands to gain significantly from the technology - in making an administrative process more efficient, improving how faculty teach or conduct research, or providing new ways for students to learn.  

UTPA places an emphasis on staff obtaining professional certifications.  In 2008, nineteen (19) IT staff members obtained A+, and one staff member obtained Network+ certifications.  Network security and Oracle training were also provided to selected staff members.  UTPA also provided extensive training opportunities for its IT staff in various subject areas including:

· Oracle database/application administration

· Microsoft Windows Active Directory planning and installation

· Networking using Hewlett Packard and Cisco products

· SCT Banner usage

· Crestron audio/video equipment training


2.5 Curriculum Development

Curriculum development at UTPA as at most universities and colleges is primarily the purview of the campus faculty with direction from the administration and assistance from support staff.  

In general, there are three types of curriculum development with technology, (1) technology to enhance or broaden current courses, (2) complete online adaptation of current courses for distance education courses, and (3) original curriculum developed specifically with content on topics about or requiring the use of technology, e.g., computational science courses.  As mentioned in a previous section, UTPA Distance Education uses the Blackboard eEducation Academic Suite Learning Course Management System (LMS), to provide in-classroom (web-enhanced) and distance education capability for online course support.   In Fall 2008, there were approximately 900 online/televised courses in numerous disciplines that were offered through the main and satellite campuses.  

A recent national survey of campus computing departments indicated that an estimated 50% of courses at four-year public institutions use such web resources.  These resources enhance coursed delivery by providing course information, syllabus, lecture notes, assignments, office hours, class cancellations, etc., and email communication with the instructor.  Full online courses are much more difficult to implement.

Entirely new curriculum using technology may be developed to expand course offerings perhaps to provide students with a new aspect of the field or to insert a new topic into an existing course.  This is often the case for developing computational science or other curriculum following an active and inquiry-based learning pedagogy.  Here the students learn by doing, by using the technology, such as simulation, modeling or analysis tools.

2.6 Research and Education Collaboration
UTPA currently has a number of active research projects.  Several CI-related projects were showcased at the CI Days conference held at UTPA in March 2008:

· Dr. Nicholas Dimakis is investigating the feasibility and capacity of Methanol fuel cells as a “green” energy source.  He is currently using the HPCC compute cluster to assist with his research.

· Dr. Mark Cunningham is using the HPCC to conduct molecular dynamics and quantum/classical simulations to investigate the behavior of systems and biological function.  Dr. Cunningham is also an HPCC faculty advisor.

· Dr. Andras Balogh is using the HPCC to perform numerical simulations of Navier Stokes equations.

These projects appear to be self-contained within UTPA with little need for the use of collaboration tools with other universities.  The design of the HPCC is similar to that of the more powerful systems resident in the Texas Advanced Computing Center (TACC), which allows software that is developed on/for execution in the HPCC to be easily ported to the TACC systems when a more processing capacity is required.

3. Conclusions/Recommendations

It is believed that UTPA currently has much of the physical computing and communications infrastructure in place to service both educational and research interests.  Their smart classrooms are impressive and seem to be widely and effectively used by both students and faculty.  The fifty-five node cluster that has been added will provide a viable platform for expanding UTPA’s research capabilities.  The UTPA IT staff that participated in, and provided information for this assessment all seem to perform at an extremely high level of competency.


Based on the results of the assessment, MSI-CIEC makes the following recommendations:

· The campus should look into providing staff to support faculty and others in their use of cyberinfrastructure resources in their research and education.  The need for additional evening staff was specifically referenced.  From the CI Day event and speaking with some faculty there is good interest in CI for research and education.  The campus overall seems to have reasonable IT resources that are very well managed leading it to it being in good position to go to the next level of research and education.  The campus has some good support in their use of technology for distance education, and this additional faculty support person could leverage those efforts while bringing in CI resources to enhance student learning and getting students acquainted with the new CI technologies.  The support person could also provide support for faculty efforts to use CI in their research and help them to engage undergraduates in research through use of remote CI resources and data, as well as collaborations with researchers at other institutions.

· Promote and support more on- and off-campus research and education collaborations, particularly interdisciplinary collaborations between computer scientists and other scientists and scholars.

· Continue to promote and support attendance at national conferences and participation in national associations for faculty and staff professional development, particularly for those who are willing to be a campus resource and present back to the campus what new information or knowledge was obtained.

· Move forward with the proposal to the Council of Deans of building a separate research network.

· Pursue resources to upgrade campus wireless network.

· Create a TeraGrid/HPCC campus “champion” to help enhance the campus curriculum to encourage faculty and student development and participation in CI, such as, having a faculty member or team develop a course in CI or e-Science tools and technology (see Dennis Gannon’s, Indiana University, course at http://www.extreme.indiana.edu/~gannon/b649/649-gannon.htm for an example).  The TeraGrid High-Performance Computing (HPC) University activity and several summer schools in Grids/CI may also be very valuable.  The MSI-CIEC team can help make connections with other academics and organizations, e.g., TeraGrid, to assist in this matter.

· Schedule demonstrations (preferably interactive or hands-on) of existing on-campus tools to promote awareness of these resources to help ensure that technology does not outpace faculty knowledge.

1Atkins, Daniel, E., Kelvin K. Droegemeier, Stuart I. Feldman, Hector Garcia-Molina, Michael L. Klein, David G. Messerschmitt, Paul Messina, Jeremiah P. Ostriker, Margaret H. Wright, Revolutionizing Science and Engineering Through Cyberinfrastructure:  Report of the National Science Foundation Blue-Ribbon Advisory Panel on Cyberinfrastructure, National Science Foundation, January 2003.





� National Science Foundation Cyberinfrastructure Council. Cyberinfrastructure Vision for 21st Century Discovery. National Science Foundation, March 2007.


� “Inside Stories-University of Texas Pan American”, Crestron Electronics Inc.
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